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Since the publication of W.V. Quine’s “Epistemology Naturalized”
, a growing number of self-described “naturalist” epistemologists have come to hold a particular view of what epistemology can and ought to be.  In order to articulate this naturalist view, let me begin by describing the epistemological work that the naturalist tends to criticize – a motley that I will refer to collectively as “non-naturalist epistemology”.  I will describe this motley in terms that are designed to capture the naturalist’s discontentment with it, as follows:  Non-naturalist epistemology has devoted itself, by and large, to addressing a small set of now familiar questions.  What is it for someone to know that something is the case?  What is it for someone to be justified in believing that something is the case?  How does evidence confirm theory?  To what degree ought one to be confident in a theory, given such-and-such evidence?  What sorts of semantic properties do our various epistemic appraisals have?  In order to answer these familiar questions, the non-naturalist epistemologist typically does not adduce any scientific findings concerning human cognition.  Rather, she consults her intuitions about which properties are exemplified by various imagined cases.  Unfortunately, if any of these familiar questions have been correctly answered, the correctness of these answers is not generally appreciated as such, even among professional non-naturalist epistemologists.  Furthermore, virtually none of the work that’s been done in the course of trying to answer these familiar questions has any clear prospect of helping to guide or improve human intellectual conduct.  As it’s been generally practiced then, non-naturalist epistemology offers us no useful advice, and no clear indication of theoretical progress.  That is the view that most self-styled naturalist epistemologists have of non-naturalist epistemology.

But these same naturalists have a very different conception of what epistemology could, and should, be.  They claim that epistemology could, and should, be both scientifically informed and substantively prescriptive:  what Quine calls “a chapter of psychology”
 and also “the technology of truth-seeking”
.  Epistemology can be substantively prescriptive if it is primarily concerned with telling us, in concrete terms, how to go about the business of cognition so as to achieve our epistemic goals.
  In order to furnish us with substantive prescriptions, epistemology must be informed by empirical findings concerning human cognition.  Only if we know how our cognitive systems actually operate can we know how we can employ those cognitive systems so as to improve our prospects of satisfying our epistemic goals.  Epistemology then, on this naturalist conception, can and should be the study of how to engineer our cognitive systems.  It addresses the question:  how can we take the natural materials of our cognitive systems and organize those materials so as to satisfy, or at least improve our chances of satisfying, our epistemic goals?  This, at any rate, is what the naturalist thinks epistemology could, and should, be.

 
In recent years, a number of epistemologists have set out more detailed and specific naturalist paradigms for epistemology.  In this paper, I’ll critically examine two of these recent paradigms.  First, I’ll devote some of this paper to discussing Bishop and Trout’s new book Epistemology and the Psychology of Human Judgment.
  That book articulates in detail a paradigm on which epistemology is the empirically guided study of how to reason well.  I’ll devote the first half of the present paper to examining this new paradigm, the heart of which is a view that Bishop and Trout call “Strategic Reliabilism”.  My main worry is that Strategic Reliabilism is not as empirically well-supported as Bishop and Trout think it is.  The reason that I’ll be pointing out this problem with Strategic Reliabilism is not to argue – as some philosophers do – that reliance on intuitions is indispensable for doing epistemology, and that there’s no substitute for such reliance in epistemology.  I know of no good reason to accept that methodologically conservative, anti-empiricist conclusion.  Rather, I point out problems with Strategic Reliabilism in order to suggest an alternative – and more empirically well-supported – naturalist paradigm for epistemology, a paradigm that takes epistemic kinds to be natural kinds of cognitive success.
The alternative that I suggest will initially sound like the paradigm of epistemology put forward in Hilary Kornblith’s recent book Knowledge and its Place in Nature, a book that is also naturalist in inspiration.  While there is a significant similarity between the paradigm that I describe and the one described by Kornblith, there is an equally significant difference.  In the second half of this paper, I offer a critical discussion of the reliabilist view that is at the heart of Kornblith’s paradigm, and argue that Kornblith’s reliabilism, like Bishop and Trout’s Strategic Reliabilism, is not as well-supported by the total empirical evidence as the alternative naturalist view that I set out.

The goal of this paper, then, is to state a naturalist paradigm for epistemology – a naturalist paradigm that differs from, and is more empirically well-supported than, those defended by Bishop and Trout on the one hand, and by Kornblith on the other hand.  I should make it clear at the outset that I will be taking three things for granted in this paper.  First, and perhaps most controversially, I will be taking it for granted that epistemology should somehow or other be naturalized:  it should offer theories that are both empirically well-supported and substantively prescriptive.  I will say nothing in this paper to defend that assumption.  I will be stating and defending my own version of naturalized epistemology against competing versions of naturalized epistemology, but I will not argue here that it is superior to a non-naturalist epistemology.  From the point of view of an empirically-minded naturalist, the best argument for naturalism in epistemology will be an empirical track-record argument:  a priori approaches to substantive prescriptive matters have a pathetic but praiseworthy tendency to die, whereas empirical approaches to such matters have tended to bear fruit.  But a track-record argument along these lines might not be compelling to a non-naturalist.  Rather than address this difficult issue from the non-naturalist perspective, I simply will not discuss non-naturalist epistemology any further in this paper.  
Second, I will be assuming that, for any two naturalized epistemological hypotheses H and H’, if our total empirical evidence is E, then we should be more confident of H than of H’ if and only if Pr(H/E) > Pr(H’/E).  And third, I will be assuming that the intuitive plausibility of a hypothesis H, or of its consequences, enters into determining the prior probability of that hypothesis Pr(H).  Now, some philosophers might worry that these two latter assumptions are undermined by naturalism.  Specifically, they might worry that, if epistemology is naturalized, then we cannot simply assume that, if our total evidence is E, then we should be more confident of H than of H’ if and only if Pr(H/E) > Pr(H’/E), or that intuitive plausibility enters into determining Pr(H).  These two claims might be true, or they might not:  these are empirical issues, and we cannot simply assume the answer to these issues.  Indeed, from the naturalist’s point of view, it’s even an empirical matter whether rationality mandates that our degrees of confidence obey the axioms of the probability calculus, and so whether probability has anything whatsoever to do with confirmation, or with rational degree of confidence.  

Now, as a naturalist, I am sympathetic to this last worry.  But the naturalist paradigm that I set out at the end of this paper can help to resolve this worry, by showing how we might go about empirically ascertaining how it is that confirmation works, and how it is that prior probability is determined.  Since, however, I will not do any of the necessary empirical work in this paper, I can do no better here than simply flag the assumptions that I’m making, flag the worry that arises about them, and indicate what resources my own version of naturalism has to address this worry.  In the last section of this paper, I will say more about how this is supposed to go.       
Here’s the plan of this paper in more detail.  In section 1 of this paper, I lay out the basic features of Bishop and Trout’s new paradigm in epistemology.  Then, in section 2, I criticize a crucial feature of their view:  namely, their claim to derive an account of epistemic excellence from the scientific work that they group together under the heading “ameliorative psychology”. In section 3, I suggest a strategy for us to try to naturalize epistemology more thoroughly, a strategy suggested by some of Bishop and Trout’s own remarks.  The strategy that I describe in section 3 will sound very much like Kornblith’s strategy for naturalizing epistemology, and so in section 4 I describe Kornblith’s strategy in some detail.  In section 5, I show that Kornblith’s strategy requires a rejection of the conjunction of two claims, each of which is central to our practice of epistemic appraisal:  the first is the requirement of total evidence, and the second is the claim that it is not irrational for humans to believe what they know to be true.  I then compare the degree of empirical support for Kornblith’s reliabilism to the degree of empirical support for an alternative hypothesis that is compatible with the conjunction of those two claims.  Finally, in section 6, I build this alternative hypothesis into a version of the naturalist view suggested in section 3, a view that is empirically well-supported (or at least as well supported as either Bishop and Trout’s view, or Kornblith’s view).  I call this view “teleological naturalism”.  It is the view that I endorse here.
Section 1:  Bishop and Trout’s new paradigm in epistemology

In this section, I will explain what I take to be the basic tenets of Bishop and Trout’s new paradigm in epistemology:

First, there is what Bishop and Trout call “The Philosophy of Science Approach to Epistemology”.  They state the basic idea of this approach as follows:  “The epistemologist aims to uncover and articulate the normative, epistemic principles behind the long and distinguished tradition of Ameliorative Psychology.” (Bishop and Trout 2004, 15)  I take their idea here to be something like this:  Just as philosophy of physics attempts to give an account of the fundamental concepts employed in physics, and philosophy of biology attempts to give an account of the fundamental concepts employed in biology, so too epistemology can be the philosophy of a recently developing science, a science that Bishop and Trout call “ameliorative psychology”.  This science comprises those branches of cognitive psychology, statistics, machine learning, and Artificial Intelligence that study good reasoning.  This work has by now taught us much about human heuristics and biases, and it has also shown us that statistical prediction rules can outperform human experts on a wide variety of questions (and they outperform human experts even when those experts are apprised of this fact, and of the evidence that indicates it, and allowed to use those statistical prediction rules in answering those questions).  Ameliorative Psychology has thereby told us much about how we do reason, and how we can improve our reasoning.  

Epistemology, according to Bishop and Trout, can give an account of the fundamental concepts employed in ameliorative psychology, concepts such as the concept of good reasoning.  What are the criteria of the adequacy of such an account?  Well, just as the philosopher of physics needs to give an account of physical concepts that is useful to the practice and application of physics, and the philosopher of biology needs to give an account of biological concepts that is useful to the practice and application of biology, so too the epistemologist (i.e., philosopher of ameliorative psychology) needs to give an account of ameliorative psychological concepts that is useful to the practice and application of ameliorative psychology.  So epistemology should be looking to ameliorative psychology to find out which concepts it is supposed to be explaining, and also to find out what sort of explanation of those concepts will count as a good explanation.  Epistemology should be looking to ameliorative psychology both to discover its input, and also to discover what sort of output it needs to produce from that input.  That is Bishop and Trout’s philosophy of science approach to epistemology, as I understand it.  This is the first plank of their new paradigm.
The second plank is what Bishop and Trout call “The Aristotelian Principle”, which says “in the long run, poor reasoning tends to lead to worse outcomes than good reasoning.” (Bishop and Trout 2004, 20)  Bishop and Trout need to appeal to something like this Aristotelian principle because they want epistemology to have some normative upshot.  They want it to issue in recommendations for our intellectual conduct.  But it cannot issue in such recommendations unless we have some good reason to perform our cognitive tasks in the way that epistemology tells us is good.  Without something like the Aristotelian principle, we would have no reason to conduct ourselves intellectually in the way that epistemology recommends.  Military science tells us how to fight a good battle, but it doesn’t give us any reason to fight a good battle, or any battle at all.  The study of finance tells us how to make extraordinary sums of money, but it doesn’t give us any reason to pursue extraordinary sums of money.  Similarly, without something like the Aristotelian principle, epistemology could tell us how to reason well, but it doesn’t give us any reason to reason well.  Why not reason badly instead?  Something like the Aristotelian principle is needed to build a bridge from claims about how to reason well, to claims about how we actually ought to conduct ourselves intellectually.  Of course, that purpose doesn’t require the Aristotelian Principle specifically.  The same general purpose could be served, even if not as well, by a principle that said, for instance, “in the long run, poor reasoning tends to lead to better outcomes than good reasoning”.  But this last principles is clearly false, whereas the Aristotelian Principle stands at least some chance of being true.
So far, I’ve laid out Bishop and Trout’s general view about what epistemology should be doing, and what it’s supposed to be good for.  I haven’t yet said anything about their specific epistemological view concerning what makes for epistemic excellence.  This is the view that they call “Strategic Reliabilism”, and it is the third plank of their new paradigm for epistemology.  I turn to it now.  According to Strategic Reliabilism, “epistemic excellence involves the efficient allocation of cognitive resources to robustly reliable reasoning strategies applied to significant problems.” (Bishop and Trout 2004, 71)  Reasoning strategies are “reliable” just in case they tend to produce a high ratio of true to false conclusions.  (Perhaps some refinement is needed to assess the reliability of reasoning strategies that result in partial beliefs, rather than full beliefs, but we can leave that aside.)  Reasoning strategies are “robustly” reliable just in case they are reliable across a wide range of problem domains.  When is a problem “significant”?  This is an important question, and I will consider Bishop and Trout’s response to it below.  For now, let’s leave it aside.


We should notice that Strategic Reliabilism is very different from the reliabilist views that Alvin Goldman has made familiar.  Goldman’s reliabilist views concern the conditions under which a belief is epistemically justified, or under which a creature who believes that p knows that p.  But Strategic Reliabilism has nothing whatsoever to say about the issue of when a belief is justified, or when a person knows something.  Indeed, everything that Bishop and Trout say is compatible with radical eliminativism concerning knowledge, doxastic justification, propositional justification, warrant and the other supposed properties of interest to analytic epistemologists.  Strategic Reliabilism takes epistemic status to be a property not of beliefs, judgments, inferences, or other particular mental states or events.  Rather, it takes epistemic status to be a property of reasoning strategies.  This feature of their view enables Strategic Reliabilism to avoid the Generality Problem (Conee and Feldman 1998).  Of course, it doesn’t enable Strategic Reliabilism to avoid a version of the New Evil Genius problem (Lehrer and Cohen 1983), or a version of the clairvoyance problem (BonJour 1980).  But then Bishop and Trout have available to them an obvious response to those problems:  If you find yourself suffering from the standard internalist intuitions with respect to clairvoyants and brains in vats, there’s a cure for that, and it’s the same cure that you give to someone who has Aristotelian intuitions about the motions of falling bodies, or Ptolemaic intuitions about the revolution of the Sun around the Earth – teach them some empirical facts.  Since Bishop and Trout are purporting to teach us some empirical epistemology, they should not be concerned about going against what are, by their own lights, the epistemologically uninformed intuitions that empirically ill-informed people have when thinking about some cases that never actually arise.


Strategic Reliabilism is the heart of Bishop and Trout’s new paradigm in epistemology.  It provides epistemology with a new agenda:  to figure out how we can efficiently allocate cognitive resources to executing reasoning strategies that are robustly reliable for significant problems.  But what is it for a problem to be “significant”?  Let’s now return to that question.  This brings us to the fourth plank in Bishop and Trout’s new paradigm.  According to them, “the significance of a problem for S is a function of the weight of the objective reasons S has for devoting resources to solving that problem.” (Bishop and Trout 2004, 96)  But what are the “objective reasons” that S has for devoting resources to solving a certain problem?  More generally, what is it for someone to have an objective reason for doing anything?  And how might we find out that someone has an objective reason for doing some particular thing?  Bishop and Trout briefly discuss these issues.  They adopt a form of realism about objective reasons:  what objective reasons a person has is not determined simply by what reasons she takes herself to have, or what reasons others take her to have, or what reasons she or others would take herself to have upon reflection.  What objective reasons a person has is a matter of what conduces to her well-being.  And we can find out about such objective reasons, as we can find out about what conduces to well-being:  by means of empirical investigation.  

Bishop and Trout consider a possible worry about this realist view concerning objective reasons and human well-being.  They write:

“Some might worry that these conditions are too variable to be studied systematically and generalized about scientifically.  There is, however, reason for optimism.  While the conditions of human well-being may be tied to norms that differ across individuals and across cultures, the challenges of generalizing across varied groups and individuals have been been surmounted in other sciences, such as developmental and evolutionary biology.  There is ample empirical evidence that the basic conditions of human well-being involve health, deep social attachments, personal security, and the pursuit of significant projects … .  …To continue the theme, certain objective economic conditions, such as destitution, are incompatible with well-being… .  These empirical findings about the conditions that influence … welfare set limits on what can count as a significant problem.” (Bishop and Trout 2004, 99).

Now, I agree with everything that Bishop and Trout say in this very important passage.  I think they are right to say that we can naturalize the study of human well-being, i.e., that we can study human well-being by empirical scientific means.  After devoting the next two sections to criticizing Bishop and Trout’s new paradigm for epistemology, I will then return to the main idea of this passage in section 3, when I suggest that instead of trying to naturalize epistemology in the way that Bishop and Trout want to, we can naturalize epistemology by analogy with the way in which – by Bishop and Trout’s own lights – we can naturalize the study of human well-being.

Section 2:  A problem for Strategic Reliabilism


The main question that I want to explore in this section is whether Bishop and Trout can derive Strategic Reliabilism from anything in Ameliorative Psychology.  But in order to motivate that question, I want to begin by pointing out a strange consequence of Strategic Reliabilism.  In order to point out this consequence, I will follow a procedure that might at first seem objectionable to Bishop and Trout:  I’ll consider a purely hypothetical example, and elicit intuitions about whether or not it is an example of epistemic excellence.  The reason that I follow this procedure is not in order to test Strategic Reliabilism against our intuitive judgments about cases.  I am happy to grant Bishop and Trout (at least for present purposes) that that is not a good procedure for epistemologists to follow.  Rather, the reason that I consider intuitive judgments about a hypothetical example is in order to demonstrate that the empirical data from Ameliorative Psychology does not make it reasonable for us to place more confidence in Strategic Reliabilism than in an alternative hypothesis.  That latter conclusion – that the empirical data from Ameliorative Psychology does not make it reasonable for us to place more confidence in Strategic Reliabilism than in an alternative hypothesis – is a conclusion that I can demonstrate by means of considering our intuitive judgments about a particular hypothetical example, no matter whether we ultimately accept or reject those intuitive judgments.  What matters to the probative force of my argument is not that our intuitive judgments about the example are correct.  My argument will go through equally well no matter whether those intuitive judgments are correct.  Also, it does not at all matter to the probative force of my argument whether our intuitive judgments about the example are widely shared, and not merely shared by those few of us who are presently comparing Strategic Reliabilism to the alternative that I’ll examine.  Nor does it matter to the probative force of my argument whether our intuitive judgments about the example constitute empirical evidence, or indeed, evidence of any kind.  All that matters to the probative force of my argument is that our intuitive judgments about the example enter into determining the prior probability of any view that we might use the empirical evidence to confirm or disconfirm.  So I will not discuss whether our intuitive judgments about the example are widely shared, whether they are evidence of some kind or other, or whether they are correct, because none of that matters to my argument.  All that matters is that these intuitive judgments enter into determining the prior probabilities of Strategic Reliabilism and of the alternative hypothesis that I’ll consider.   
So imagine that there is a spectacularly brilliant and prodigious “analytic” (i.e., non-naturalist) epistemologist who, in the space of a few short months, has managed to derive unsuspected contradictions from virtually every theory ever proposed by any analytic epistemologist, along with a few universally accepted assumptions.  This hypothetical epistemologists’s enormous IQ and obsessive devotion to clear and careful argument would seem to make her a paragon of epistemic excellence.  According to Strategic Reliabilism, whether this epistemologist is a paragon of epistemic excellence or not depends partly upon the significance of the problems to which she devotes her attention.  And the degree to which those problems are significant in turn depends upon the extent to which their solution conduces, or tends to conduce, to human well-being.  So, if solving the problems of analytic epistemology does not tend to conduce to human well-being, then this hypothetical epistemologist is not a paragon of epistemic excellence.  But, by Bishop and Trout’s own lights, solving the problems of analytic epistemology does not tend to conduce to human well-being.  That’s not because those problems are purely theoretical, or not immediately connected to practical application.  Bishop and Trout admit that solving some purely theoretical problems can tend to conduce to human well-being. (Bishop and Trout 2004, 97)  So that’s not the reason that the problems of analytic epistemology are not significant.  Rather, I suppose Bishop and Trout would say, those problems are in some way confused or otherwise defective.  Even if they could be solved (which they can’t), this would not tend to conduce to human well-being.  And so our genius analytic epistemologist is not addressing herself to significant problems.  Strategic Reliabilism is thus committed to saying that my hypothetical genius analytic epistemologist is not a paragon of epistemic excellence.  

Now, we might agree that this epistemologist is wasting her time and her talents.  But isn’t she nonetheless a paragon of epistemic excellence?  If it matters, we can suppose that, apart from doing analytic epistemology, she lives her life – buys the groceries, replaces the lightbulbs, makes doctor’s appointments, etc. – in an entirely unremarkable way, differing not at all from the rest of us, except in her philosophical career.  I find it intuitively plausible that she is such a paragon of epistemic excellence, and I expect that you do too.  Bishop and Trout could reasonably respond that all I’m doing here is throwing around my own uneducated intuitions about strange, hypothetical cases.  Such intuitions cannot serve as a good objection to their theory, which is, after all, based on lots of data from Ameliorative Psychology.  I agree that my intuitive judgment, by itself, cannot serve as a good objection to their theory.  But that’s not the argument that I’m trying to offer.  Instead, what I want to do is to examine Strategic Reliabilism by comparing it to the following alternative hypothesis – an alternative hypothesis that is compatible with my intuitive judgment about the epistemic excellence of the genius analytic epistemologist:  
Unsullied Reliabilism:  Epistemic excellence consists solely in the use of reliable reasoning strategies.
As far as I can see, all of the empirical data that Bishop and Trout adduce in their book to support Strategic Reliabilism have the same conditional probability on Strategic Reliabilism as they do on Unsullied Reliabilism.  That is, Pr(E/SR) = Pr(E/UR).  So, if Pr(SR) = Pr(UR), then the empirical data do not make it reasonable for us to be more confident of either of SR or UR.  But is Pr(SR) = Pr(UR)?  Our intuitive judgments about the genius analytic epistemologist suggest that the Pr(UR) > Pr(SR):  Unsullied Reliabilism squares with our intuitive judgment about the genius analytic epistemologist, but Strategic Reliabilism does not.  Of course, this is just one intuitive judgment, and it could easily be counterbalanced by other, conflicting intuitive judgments that give SR a higher prior probability than UR.  But I’m afraid that I don’t see any such intuitive judgments in the neighborhood.

By Bayes’ Theorem,
Pr(SR/E) = [Pr(SR) x Pr(E/SR)]/Pr(E)

and

Pr(UR/E) = [Pr(UR) x Pr(E/UR)]/Pr(E)

So, if Pr(UR) > Pr(SR), and if Pr(E/UR) = Pr(E/SR), then it follows that Pr(UR/E) > Pr(SR/E).  And if Pr (UR/E) > Pr(SR/E), then we should place more confidence in Unsullied Reliabilism than in Strategic Reliabilism.  Thus, on the basis of this empirical data set that Bishop and Trout lay before us, it seems we should be led to give greater credence to Unsullied Reliabilism than to Strategic Reliabilism. 
So, if I’m right that, for all the empirical evidence E that Bishop and Trout present, Pr(E/SR) = Pr(E/UR), then here’s the choice we face:
Choice 1:  We can reject Bishop and Trout’s dim view of the problems of analytic epistemology, and we can say that these problems are significant after all.

Choice 2:  We can continue to accept Strategic Reliabilism, though claiming that some of its evidential support is provided by something other than the empirical data from Ameliorative Psychology that Bishop and Trout cite.  
Choice 3:  We can reject Strategic Reliabilism in favor of Unsullied Reliabilism or some other more empirically well-supported competitor theory.

I don’t see that Bishop and Trout are in a good position to accept any of these choices.  But putting aside Bishop and Trout’s commitments, which choice should we accept?  
Should we accept choice 1?  We could do that, but this would not save Strategic Reliabilism.  So long as there is something “Strategic” about Strategic Reliabilism, mere robust reliability of a reasoning strategy will not suffice for the employment of that strategy to constitute epistemic excellence.  But then we could reconstruct an example just like the example of the genius analytic epistemology, modulo the analytic epistemology.  We could, instead, consider the genius Rubik’s Cube solver, or the genius solver of Checkers puzzles, or what have you:  pick your favorite example of an insignificant problem domain, and then imagine an epistemic agent who reasons in a way that is epistemically excellent, but who does so just with respect to the insignificant problem domain in question.  So long as we can construct such an example, we will find some intuitive judgments telling us that this example is a counterexample to Strategic Reliabilism.  And while these intuitive judgments might not themselves provide evidence for or against Strategic Reliabilism, they help to determine its prior probability, and so help to determine the degree to which Strategic Reliabilism is confirmed or disconfirmed by the empirical evidence from Ameliorative Psychology that Bishop and Trout cite.  Adopting choice 1 will therefore be of no use to the Strategic Reliabilist.

So she can accept either choice 2 or 3.  Unfortunately, Bishop and Trout have given us little guidance concerning how to pursue choice 2.  I think choice 3 is probably the most attractive option for the naturalist, and so that is the choice that I will pursue in the rest of this paper.


Before doing so, however, I should say something about why it is that we should expect views like Strategic Reliabilism to founder on cases like the case of the hypothetical genius analytic epistemologist.  According to Strategic Reliabilism, epistemic excellence has to do not just with the efficiency and robust reliability of one’s reasoning strategies, but also with the significance of the problems that one addresses.  But epistemic excellence so understood – as depending upon these different independent variables – would be unnecessarily hard to measure, and unnecessarily hard to apply to cases.  We cannot ascertain directly the degree to which some reasoning is robustly reliable for significant problems.  We can ascertain the degree to which some reasoning is robustly reliable for significant problems only by measuring the values of the independent variables that go into determining that degree.  The more independent variables go into determining that degree, the more complicated will it be to measure what Bishop and Trout call “epistemic excellence” in particular cases.  Why not make do with a notion of epistemic excellence as robust reliability, and forget about packing significance into our notion of epistemic excellence?  
Bishop and Trout might object that, while the resulting notion of epistemic excellence might be easier to measure, and to apply to cases, it would not be as useful for normative purposes.  Why not?  Because it wouldn’t follow, from the fact that a reasoning strategy was epistemically excellent, that you have good reason to employ that strategy.  Now, Bishop and Trout are right about this much:  if epistemic excellence is simply a matter of robust reliability, then from the mere fact that a reasoning strategy is epistemically excellent, it doesn’t follow that you have objective reason to employ it.  But why should we try to pack this implication into the very concept of epistemic excellence?  Why not just let it be a contingent, empirically obvious fact about human beings that we typically, in normal environments, have good objective reasons to employ reasoning strategies that are epistemically excellent?  Why must we fashion our concept of epistemic excellence so as to write this implication into the very concept itself?  I don’t see the motivation for doing this, rather than just admitting that is an empirically obvious but logically contingent fact that we have good objective reasons to employ epistemic excellent reasoning strategies.  But I see plenty of motivation for keeping our concept of epistemic excellence simpler and easier to use – namely, it’s thereby simpler and easier to use.  Without that simplicity, the notion of epistemic excellence could be as hard to teach, learn, or apply as are the notions of artistic excellence, or practical excellence.  I should hope that this is avoidable.

But then the question is:  how to avoid it?  How to naturalize epistemology, and design a simple and easy-to-use notion of epistemic excellence?  In the next section, I propose the beginning of an answer that’s suggested by Bishop and Trout’s own remarks about the objectivity of our reasons.  This answer is also suggested by some recent work in virtue epistemology.  After proposing this answer in the next section, I then proceed to distinguish it from the recent epistemological paradigm that Hilary Kornblith has advanced.  
Section 3:   Objective epistemic reasons, and how to find out what they are


Let’s go back to Bishop and Trout’s discussion of human well-being.  It is, as they point out, an empirical question what tends to conduce to human well-being.  Therefore, it’s an empirical question what we have objective reason to do.  Of course, human well-being involves lots of components.  For instance, human well-being involves health.  But health, to a first approximation, is a matter of each of our functional systems being in good working order:  our circulatory system, our digestive system, our endocrine system, and so on.  So human well-being involves our circulatory system’s being in good working order, our digestive system’s being in good working order, our endocrine system’s being in good working order, and so on.  Each of these functional systems operates at different levels of organization, and so there are lots of different ways in which it can be, or fail to be, in good working order.  This point is clearest, perhaps, when it comes to the nervous system.  We can functionally analyze the nervous system at different levels of organization, and it can fail to be in good working order at one of those levels, even if it is in perfectly good working order at another one of those levels.

Suppose we functionally analyze the nervous system at an extremely high level of organization.  We might analyze it into such functional components as:  perception, memory, reasoning, decision-making, sensation, imagination, and so on.  Some of these components can be grouped together under the heading “theoretical cognition”.  These are the components dedicated to performing cognition of facts (as opposed to cognition of what to do).  It is, of course, an empirical claim that our nervous system has these functional components.

Just as it’s an empirical question what it is for the circulatory system to be functioning properly, or what it is for the digestive system to be functioning properly, we should expect that it’s also an empirical question what it is for each functional component of our nervous system to be functioning properly.  In particular, it’s an empirical question what it is for our cognitive system to be functioning properly.  That, I propose, is the empirical question that epistemology should be dedicating itself to answering.  On the basis of an answer to that question, epistemology can formulate norms governing the states, events, and operations of our cognitive system, e.g., beliefs, judgments, inferences, degrees of credence, and so on.  Even if not all such states, events, and operations are under our direct or intentional control, this does not in any way invalidate the enterprise of describing norms that govern those acts or states.  The states of our digestive system are not under our direct or intentional control either, but it’s important for us to know what it is for our digestive system to be in good working order.  We can be guided by this knowledge in deciding what to eat and when.  Analogously, our knowledge of what it is for our cognitive systems to be in good working order can guide us in all sorts of ways, and especially in our intellectual conduct.


I propose that we think of epistemic norms as norms that govern one of the functional systems – more specifically, our cognitive system – that are implemented by our nervous system.  We can find out about these epistemic norms in something like the same way that we would go about finding out about the proper function of any of our other functional systems.  Of course, it is a hotly disputed question in philosophy of biology, and philosophy of science more generally, how it is that we can or should find out about the proper function of a functional system.  But it’s empirically obvious that, as a matter of fact, we do find out about such proper functions in some empirical way.  Whatever empirical procedure that is, we can let epistemology be guided by it.  We can let epistemological investigation be an investigation into how cognition is supposed to work.  That is, in brief, how we can naturalize epistemology.

Epistemology, so naturalized, is both empirically informed and substantively prescriptive.  Just as it is an empirical question how our other functional systems (e.g. respiratory, circulatory) are supposed to work, so too is it an empirical question how cognition is supposed to work.  That is the empirical question that naturalized epistemology (on the paradigm described above) is dedicated to answering.  But this answer is prescriptive in the same way that our knowledge of how our other functional systems are supposed to work is prescriptive.  If we know how our respiratory system is supposed to work, we can figure out what we can do in order to maintain and improve the operation of our respiratory system.  Once we know how our circulatory system is supposed to work, we can figure out what we can do in order to maintain and improve the operation of our circulatory system.  And analogously, once we know how our cognitive system is supposed to work, we can figure out what we can do in order to maintain and improve the operation of that system.  Thus, the naturalized epistemological project that I’ve described above is both empirically informed and substantively prescriptive.

Despite its high degree of abstraction, the description that I’ve just given may sound familiar.  In fact, it may sound like a highly abstact description of the cognitive ethology-based project described by Hilary Kornblith in his recent book Knowledge and its Place in Nature.  In the next section, I will articulate Kornblith’s paradigm for epistemology in some detail.  Then, in section 5, I will argue that Kornblith’s view is not as empirically well-supported as an alternative naturalist view that also conforms to the abstract description given in this section.  Finally, in section 6, I will develop this alternative naturalist view in more detail, and defend it more fully.
Section 4:  Kornblith on epistemology and cognitive ethology
In this section, I will describe the four main tenets of Kornblith’s version of naturalized epistemology.

The first main tenet of Kornblith’s view is that epistemology can, and should, tell us what knowledge is.  As Kornblith puts it, “epistemologists should be trying to understand what knowledge is.  There is a robust phenomenon of human knowledge, and a presupposition of the field of epistemology is that cases of knowledge have a good deal of theoretical unity to them; they are not merely some gerrymandered kind, united by nothing more than our willingness to regard them as a kind.”  (Kornblith 2002, 10)  Unlike Bishop and Trout, Kornblith does not propose that epistemology cease to concern itself with the nature of knowledge, or that epistemology concern itself instead with epistemic excellence of the kind described by Ameliorative Psychology.  This is not to say that Kornblith is not interested in epistemic excellence.  Rather, for reasons that we’ll consider below, Kornblith regards knowledge as (at least one kind of) epistemic excellence.  
Also, unlike Bishop and Trout, Kornblith does not propose that epistemology base its conclusions on the empirical results of work done in Ameliorative Psychology.  Such work might be relevant to helping us to reason more reliably, and so may be relevant to applied epistemology.  But Ameliorative Psychology cannot and should not guide the epistemologist’s attempt to answer the question “what is knowledge?”  Of course, on the paradigm that Bishop and Trout describe, the question “what is knowledge?” doesn’t occupy center stage in epistemology, and so the fact that Ameliorative Psychology doesn’t help to answer that question does not indicate that Ameliorative Psychology is less than fully relevant to the central questions of epistemology.  So, just as Kornblith differs from Bishop and Trout in what he takes to be the central question of epistemology, so too does he differ from them in what he takes to be the relevance of Ameliorative Psychology to epistemology.
Most non-naturalist epistemologists will agree with Kornblith when he says that “epistemologists should be trying to understand what knowledge is” and that “cases of knowledge have a good deal of theoretical unity to them”.  And, of course, most non-naturalist epistemologists will agree with Kornblith that epistemology should not be doing the conceptual foundations of Ameliorative Psychology.  So far, there is nothing specifically naturalistic about these views of Kornblith’s.  What distinguishes Kornblith’s view as naturalistic is the second main tenet of Kornblith’s view – namely, that knowledge is a natural kind, and so bears an empirically discoverable essence.  The nature of knowledge is not going to be ascertained a priori, or by consulting our intuitions:  it is going to be ascertained only by means of empirical investigation.  In fact, Kornblith says, the nature of knowledge has already been made empirically evident by recent empirical work in cognitive ethology.  Just as chemists have empirically discovered that the nature of water is to consist of H2O molecules, and zoologists have empirically discovered that the nature of a whale is to be a mammal of the order Cetacea, so too are epistemologists now in a position to discover the essence of knowledge by appeal to empirical work in cognitive ethology.  So a central question of epistemology – what is the nature of knowledge? – can now be answered on the basis of empirical evidence from cognitive ethology.  This is the second main tenet of Kornblith’s view.
So what is the nature of knowledge?  This brings us to the third main tenet of Kornblith’s view:  reliabilism.  According to Kornblith, the empirical evidence from cognitive ethology now makes it reasonable for us to believe the following empirical hypothesis:  knowledge is reliably formed true belief.  (I will not go into the details of Kornblith’s sophisticated account of how it is that the empirical evidence from cognitive ethology makes it reasonable for us to believe reliabilism.
)  Of course, the reliability of a belief-forming process is relative to an environment within which the process operates.  If a person’s heart beats reliably, that doesn’t mean it beats reliably when the person lies at the bottom of the ocean.  It beats reliably when the person is in a normal environment – normal, that is, for the operation of a human heart.  Analogously, Kornblith says, when we say that a belief-forming process is reliable, we don’t mean that it operates reliably when the person is being systematically deceived by an evil genius.  We mean only that it operates reliably when the person is in a normal environment – normal for the operation of the relevant belief-forming process.  What environments are normal for the operation of particular belief-forming processes?  That, for Kornblith, is an empirical, ecological question.  Just as we discover empirically the habitats of leopards and of daffodils, so too we discover empirically the environments that are normal for the operation of particular systems or organs within those organisms.  In the same fashion, we can discover empirically the environments that are normal for the operation of belief-forming processes within species of organisms.  
The epistemological enterprise is empirically informed, on Kornblith’s view, in a very straightforward way:  one of the jobs of epistemology is to come to an understanding of the natural phenomenon of knowledge, and the only way to do this is by appeal to the results of empirical investigation – specifically, the kind of empirical investigation undertaken by cognitive ethology.  These first three tenets of Kornblith’s epistemology clearly fit the description of naturalism given in the introductory section of this paper.  But, according to that initial description, a naturalistic epistemology should be not just empirically informed, it should also be substantively prescriptive.  How is it possible for Kornblith’s epistemology – which is the empirically guided study of a natural ethological kind – to be substantively prescriptive?

This brings us to the fourth main tenet of Kornblith’s view.  As Kornblith puts it, “understanding what knowledge is… will also, simultaneously, help to explain why knowledge is worthy of pursuit.”  (Kornblith 2002, 10)  According to Kornblith, one thing that epistemologists can learn by studying empirical work in cognitive ethology is that knowledge is reliably produced true belief.  That is the empirically discoverable nature of knowledge.  But if that is what knowledge is, then knowledge is worth pursuing for precisely the same reason that reliably produced true belief is worth pursuing – namely, it is instrumentally valuable to us in figuring out how most effectively to pursue our goals, no matter what our goals may happen to be:  “someone who cares about acting in a way that furthers the things he cares about, and that includes all of us, has pragmatic reasons to favor a cognitive system that is effective in generating truths, whether he otherwise cares about the truth or not.”  (Kornblith 2002, 156)  Of course, this is not to say that the sole epistemic good is having knowledge, i.e., reliably produced true beliefs.  For all that Kornblith says, there may be other epistemic goods as well, and these other epistemic goods may also be valuable, instrumentally or otherwise.  Kornblith’s thesis is just that one particular epistemic good – namely knowledge – is both a natural phenomenon with an empirically discoverable essence, and is also a source of epistemic norms that apply to all deliberative agents, in so far as it reliably formed true beliefs are instrumentally valuable to such an agent no matter what her goals may happen to be.  
Kornblith’s epistemology is thus a naturalized epistemology by virtue of being both empirically informed and substantively prescriptive.  Kornblith depicts an epistemology that engages in the empirical discovery of the essence of a natural phenomenon – a natural phenomenon that is instrumentally valuable for any creature that is in the position of having to figure out how best to pursue its goals.  Since the natural phenomenon is valuable in this way, the empirical discovery of its essence can issue in substantive prescriptions concerning how to enjoy more of this valuable phenomenon – just as the empirical discovery of the essence of, say, good respiratory health can issue in substantive prescriptions concerning how to enjoy more such health.
These are the four main tenets of Kornblith’s version of naturalized epistemology.  So far, Kornblith’s version of naturalized epistemology may seem to fit perfectly the paradigm of naturalized epistemology that I described in section 3.  In the next two sections, I want to distinguish Kornblith’s naturalized epistemology from my own.  I will do this by comparing Kornblith’s reliabilism to what I call a “teleological” account of knowledge, in order to see how empirically well supported each of these two views is by the total evidence.  I will argue that my teleological account of knowledge is better supported by the total evidence than is Kornblith’s reliabilism.  Given our total evidence, we should place more confidence in my teleological account than in Kornblith’s reliabilism.  Finally, in section 6, I will elaborate and defend a naturalist paradigm – what I call “teleological naturalism” based on my teleological account of knowledge.
Section 5:  A Problem for Reliabilism   

According to Kornblith, reliabilism is an empirically well-supported theory of knowledge.  But how empirically well-supported is it?  In this section, I want to compare reliabilism to what I call a “teleological account” of knowledge.  
In order to state the teleological account of knowledge, I need to introduce the concept of the goal-state of a functional system.  The goal-state of a functional system F is that state G such that F operates as it does in order to achieve G.  For instance, the goal-state of our digestive system is, roughly, to break down ingested material into its nutrients absorbable into the blood stream.  The goal-state of our circulatory system is, roughly, to circulate nutrients and oxygen to all the cells in the body in order to nourish them.  The goal-state of our respiratory system is, roughly, to oxygenate our blood stream.  And so on.  I leave it an open question whether all functional systems have goal-states.  I suppose only that some functional systems have goal-states, and in particular that our cognitive system has goal-states.
Now, using this concept of the goal-state of a functional system, we can state the teleological account of knowledge:

Teleological Account:  S knows whether p if and only if S achieves the goal-state of S’s cognitive system with respect to p.  S knows that p if and only if: p is true and S achieves the goal-state of S’s cognitive system with respect to p.  And S knows that not-p if and only if:  p is not true and S achieves the goal-state of S’s cognitive system with respect to p.
The goal-state of S’s cognitive system may vary depending upon other features of S.  It is open to the defender of the Teleological Account to say the following:  To the extent that S is an inquisitive creature – a creature who employs its cognitive system for the purposes of inquiry – S knows that p if and only if p is true and S achieves the aim of inquiry (i.e., true belief reasonably based on adequate reasons) with respect to p.  But to the extent that S is not an inquisitive creature, S knows that p if and only if p is true and S reliably forms a true belief with respect to p.  Many creatures are neither fully inquisitive nor fully non-inquisitive, and to this extent, the goal of their cognitive system may be something intermediate between the two goals that I’ve just described.  Or it may vary from occasion to occasion, depending upon just how inquisitive the creature in question is being on that occasion.
The teleological account requires more gloss than reliabilism does, but that’s only because it is less familiar to contemporary epistemologists, not because it is less simple.  The basic tenet of the teleological account can be stated as simply as reliabilism can:  S knows that p if and only if p is true and S achieves the goal-state of its cognitive system with respect to p.  Kornblith can happily accept this portion of the teleological account of knowledge (though of course he is not committed to accepting it), and then conjoin it with the claim that the goal-state of any creature’s cognitive system with respect to any true p is reliably formed true belief that p.  But the teleological account, as I’ve stated it above, does not entail this second conjunct.  The teleological account, as stated above, is compatible with the following view, which, for the sake of argument, we’ll grant to be supported by the empirical data from cognitive ethology:

Cognitive Ethology:  For any non-inquisitive creature S, reliably formed true belief as to whether p is the goal-state of S’s cognitive system with respect to p.  
But this thesis, “CE” as we’ll call it, says nothing about the goal-state of S’s cognitive system with respect to p, when S is an inquisitive creature.  It is open to the defender of the Teleological Account to hold that, for any inquisitive creature S, true belief whether p, reasonably held for adequate reasons, is the goal-state of S’s cognitive system with respect to p.  Let’s use the term “Inquiry Teleologist” to identify a defender of the Teleological Account who also holds this last view about the goal-state of the cognitive system of inquisitive creatures.  

From the point of view of the inquiry teleologist then (“IT”), while reliabilism may provide a correct account of the kind of state that constitutes animal knowledge, it does not provide even a good approximation to a correct account of the kind of state that constitutes the knowledge of inquisitive adult humans.  This is not because the teleological account takes animal knowledge and adult human knowledge to be fundamentally different kinds of thing.  On the contrary, the teleological account takes animal knowledge and adult human knowledge to be fundamentally the same kind of thing.  But the same kind of thing can be realized, or implemented, in different ways.  Compare:  digestion aims at the same general kind of goal-state in cows and in dogs.  Both creatures have digestive systems the natural goal of which is to break down ingested food into constituents that can be absorbed into their blood stream, and thereby used to nourish all of the tissues in the organism.  But this common goal-state is realized quite differently in cows and in dogs:  cows are herbivores, and their digestive systems are dedicated to digesting vegetable matter, whereas dogs are carnivores, and their digestive systems are dedicated to digesting flesh.  So while both creatures aim to digest their food, the goal-state of digestion is realized quite differently in the two kinds of creature.  The teleological account of knowledge allows that something analogous is true of knowledge:  it’s the goal-state of cognition, but it may be realized differently in different kinds of creature.  And according to the inquiry teleologist, in inquisitive creatures, it’s realized by having true beliefs that are responsibly based upon good reasons.


Let’s compare Kornblith’s reliabilist account of knowledge (KR, for “Kornblith reliabilism”) to the conjunction of Inquiry Teleologism and Cognitive Ethology (“IT” and “CE”) put forward here.  Specifically, let’s ask how empirically well-supported each of these two hypotheses is – which one deserves more of our confidence.  

What we want to find out is which, if either, of Pr(KR/E) and Pr(IT&CE/E) is greater.  Now let’s recall that, by Bayes’ Theorem,

Pr(KR/E) = [Pr(KR) x Pr(E/KR)]/Pr(E)

and

Pr(IT&CE/E) = [Pr(IT&CE) x Pr(E/IT&CE)]/Pr(E)

Since the denominator of the right-hand sides of each equation is the same, what we need to find out is:  Which of KR or IT&CE makes the empirical evidence more likely?  And which of those two hypotheses has a higher prior probability?


Notice that KR and IT&CE each predict equally well all of the empirical evidence from cognitive ethology that Kornblith cites.  That’s because they make precisely the same predictions about animal knowledge.  So, if E = the evidence that Kornblith cites, then Pr(E/KR) = Pr (E/IT&CE).  The only question that remains, then, is which of Pr(KR) and Pr(IT&CE) is greater.  


In many cases, when two theories predict the evidence equally well, one theory is simpler or more elegant, and thus has a higher prior probability than the other.  And it might seem that this advantage accrues to KR, on the grounds that KR says that knowledge is the same kind of thing in both animals and in adult humans.  But recall that IT&CE also says that knowledge is the same kind of thing in both animals and in adult humans.  So this particular claim is made by both theories.  Does KR nonetheless enjoy the advantages of simplicity over IT&CE because KR takes knowledge to be implemented in just the same way in animals and in adult humans?  That cannot be true.  If KR takes knowledge to be implemented in just the same way in animals and in adult humans, then it is easily refutable by appeal to the fact that the cognitive system of inquisitive adult humans is very different from the cognitive system of human infants, or non-human animals.  (And of course there is enormous variation among the various species falling into the latter category, and also variation among individuals of the species.)  There are of course differences in the way that knowledge is implemented in adult humans and in other creatures, and no proponent of KR would deny that:  the question is just what these differences of implementation are.

So it’s not clear even how to spell out, let alone defend, the claim that KR enjoys any advantage of simplicity over IT&CE.  Might there be something else that distinguishes the prior probabilities of IT&CE and KR?  I will now argue that there is.  I will do this by considering two claims that are central to the epistemic evaluation of adult humans, at least when they’re engaged in inquiry:  the first is the requirement of total evidence, and the second is the claim that it is not irrational to believe what you know to be true.  I’ll spell out each of these claims, and then argue that their conjunction is incompatible with KR.  Again, what will matter to my argument in this section is not the conjunction of these two claims is true, or that the intuitive plausibility of these claims is evidence of any kind, or that our intuitions in favor of these claims are widely shared.  All that will matter to my argument in this section is that the intuitive plausibility of these two claims enters into determining the prior probability of KR and of IT&CE.
What philosophers of science call “the requirement of total evidence” was first stated by Carnap as follows:  “In the application of inductive logic to a given knowledge situation, the total evidence available must be taken as a basis for determining the degree of confirmation.”  (Carnap 1950, 211)  This statement of the requirement is highly theory-laden.  It employs such theoretical constructions as Carnap’s notion of a “knowledge situation”, of “determining the degree of confirmation” and so on.  Of course, any precise statement of the requirement of total evidence will have to be theory-laden, since precision requires the drawing of theoretically contentious distinctions.  But we can avoid such theoretical controversies if we are willing to settle for a less precise statement of – or even a mere illustration of the kinds of thing prescribed or prohibited by – the requirement of total evidence.  Here, in order to avoid such controversies, I will satisfy myself with an imprecise statement of the requirement, along with an illustration of the kind of thing prohibited by it.
Very roughly, the requirement of total evidence says that your degree of confidence in a proposition p should be in proportion to the support given p by the total evidence in your possession.  Of course, in this statement of the requirement of total evidence, I leave open all questions concerning what it is for something to be evidence for p, what it is for some evidence to be in your possession, and what sort of support is provided to p by such evidence.  
For a clear example of a violation of the requirement of total evidence, let’s consider an example of the kind of intellectual conduct that would be condoned by the account of epistemic excellence that Bishop and Trout offer.  Suppose that you come upon a computer which is calculating a proper linear model to predict the quality of a red Bordeaux wine.
  The computer screen displays an equation of the form P = w1c1 + w2c2 + … , where the c’s are the values of the variables that go into determining the quality of the wine, and the w’s are the values of the weights assigned to those variables.  P, the sum of the weighted values, is the quality rating for a particular wine, and the computer screen displays a message to this effect.  Suppose also that you have no special reason to trust this computer, or the linear model that it’s using.  You don’t know how the computer came up with its value for P, you know virtually nothing about how this computer, or the computers around here, work, and you know nothing of the success of proper linear models in predicting wine quality.  You trust the computer’s assignment of a value for P solely because you are very gullible and easily impressed by technology, and for this reason you form the belief that the particular wine in question has a certain quality rating.  (We’ll suppose you know enough about wine to understand the system of quality ratings that is used both by experts and by the proper linear model used by the computer.  So you understand what it is that you believe about the wine.)  Furthermore, let’s suppose that, although you’re not thinking about it at this moment, you have in your possession lots of evidence to suggest that computers cannot reliably predict the quality of wine.  For instance, you’ve listened to countless wine experts tell you, in a sincere and authoritative tone of voice, that there is no computation that can tell you the quality of a wine – it simply requires an exercise of judgment.  And finally, let’s suppose that you have not read Bishop and Trout’s book, or learned in any other way of the amazing success of proper linear models in accurately predicting the values of such variables as the quality of a red Bordeaux wine.  Your total evidence thus tells against the computer’s being correct about the quality of the red Bordeaux wine in question, and yet you believe that the computer is correct in its assessment of the quality of that wine.  In such a case, you are in clear violation of the requirement of total evidence.  According to that requirement, your belief is irrational, even if it happens to be true and reliably formed.
  
Someone might protest that, although the example above is a clear violation of the requirement of total evidence, it cannot also be a case of a reliably formed true belief.  For it is a case of forming a belief in a way that violates the requirement of total evidence – and forming beliefs in such a way is not reliable.  Now, if Kornblith wishes to issue this protest, then it is no longer clear that I can press against KR the objection that I am now in the process of formulating.  But then either (i) there are other examples that do work just the way that I want the example of the wine-taster to work, or else (ii) it is no longer clear to me how KR is at all different, except in formulation, from IT & CE.  If (i) is true, then I will still be able to formulate the present objection to KR.  But if (ii) is true, and Kornblith wants to interpret KR in such a way that it ends up being equivalent to IT & CE, then I have no quarrel with him.  Since I assume that Kornblith does not want to defend IT & CE, I will henceforth assume that (ii) is not true.  So, if the example of the wine-taster above isn’t an example in which Kornblith would say that one knows something in violation of the requirement of total evidence, there will be some such examples.  

Now, KR tells us that knowledge is reliably formed true belief.  The requirement of total evidence tells us that a belief is rational just in case it is supported by your total evidence.  So far, there is no conflict between these two theses:  the former is a thesis about knowledge, and the latter is a thesis about the rationality of belief.  A conflict arises if we accept a third thesis – that it is not irrational to believe what you know to be true.  This thesis is not as strong as the claim that it is rational to believe what you know to be true.  A creature could know that p but not rationally believe that p because, say, the creature was not capable of reasoning, and so was not properly subject to assessments of rationality.  So I don’t think we should accept the stronger thesis that it is rational to believe what you know to be true.  But it is standard practice, in science and elsewhere in our epistemic lives, to accept that it is not irrational to believe what you know to be true.  

But now notice that KR and the requirement of total evidence are jointly inconsistent with the claim that it is not irrational to believe what you know to be true.  If you are gullible enough to believe the computer’s assignment of a value for P in the example described above, then you violate the requirement of total evidence, so your belief is irrational.  But, according to KR, you know the value of P, since your belief about the value of P is true and reliably formed.  The conjunction of those two claims entails that it is irrational for you to believe what you know to be true.  But that contradicts the third claim above.  If we accept the conjunction of the requirement of total evidence and the claim that it is irrational to believe what you know to be true, then we must reject KR.


Of course, this is not enough to refute KR.  KR might be so well supported by the empirical evidence that we need to revise one or another of the conjuncts in the conjunction stated above.  But the incompatibility of KR with that conjunction at least lowers the prior probability of KR.  Now, notice that IT&CE is fully compatible with the conjunction of the requirement of total evidence, and the claim that it is not irrational to believe what you know to be true.  So, that conjunction exerts some downward pressure on the prior probability of KR, but not on the prior probability of IT&CE.


Is there any compensating downward pressure on the prior probability of IT&CE that does not also operate on the prior probability of KR?  KR may seem to have the advantage over IT&CE of claiming that knowledge is one kind of state in both adult humans and in others, but I have already argued that this appearance is specious.  KR may also seem to have the advantage over IT & CE of not being committed to our cognitive system’s having a goal-state.  But it seems to me that this commitment on the part of IT & CE is very plausible and secure.  All our other functional systems have goal-states.  Why shouldn’t our cognitive system have a goal-state as well?
It seems, then, that the Pr(IT&CE) > Pr(KR).  And so, by the reasoning above, Pr(IT&CE/E) > Pr(KR/E).  Even in light of all of the evidence from cognitive ethology that Kornblith cites, IT&CE still deserves more of our confidence than does KR, and that’s because they predict the evidence equally well, and the former has a higher prior than the latter.  By the naturalist’s own lights then, IT&CE is a better hypothesis than KR.  If you’re going to be a naturalist in epistemology, you should prefer the conjunction of IT&CE both to Kornblith’s reliabilism and to Bishop and Trout’s Strategic Reliabilism.  The next section elaborates the teleological account of knowledge, and shows how this account fits into the naturalist paradigm initially described in section 3.
Section 6:  Teleogical Naturalism
The teleological account of knowledge described in section 5 is part of a naturalist view in epistemology – a view that I call “Teleological Naturalism”.  According to Teleological Naturalism, many different epistemic kinds (e.g., knowledge, epistemic rationality, epistemic justification) are natural kinds with empirically discoverable essences.  And the empirical discovery of their essences is based upon empirical research into the function(s) of our cognitive system(s).  This much I said in section 3, and on these points Kornblith and I are in agreement.

Furthermore, Kornblith and I also agree that the empirical research that informs epistemology should tell us about the functions of the cognitive faculties of different creatures in normal environments that are specific to the kinds of creatures and/or cognitive faculties in question.  The issue between Kornblith and me is this:  Is the goal state of the cognitive systems of non-inquisitive creatures, also the goal state of the cognitive faculties of inquisitive creatures?  Kornblith seems to presuppose an affirmative answer to this question, but here I demur.  The cognitive system of our phylogenetic and ontogenetic ancestors was truth-seeking.  Its goal was to provide their possessors with true beliefs that are reliably formed in normal environments.  But once those cognitive creatures acquired the ability to evaluate their own cognitive performance, they modified themselves, and in particular, modified their goals.  A creature that began its existence as a truth-seeker can, and sometimes does, in the course of its development (both phylogenetic and ontogenetic) become a seeker of responsibly, rationally grounded true belief.  The goal state of the cognitive system of the former is not the goal state of the cognitive system of the latter, and so the knowledge achieved by the former differs from the knowledge achieved by the latter.
Let’s grant that cognitive ethology tells us about the goals and operation of the cognitive systems of non-inquisitive creatures, and so tells us in some detail about what realizes the essence of animal knowledge.  But how can we discover the nature of knowledge in inquisitive creatures?  How can we discover the goals and operation of the cognitive system of inquisitive creatures?  Once again, we discover these things empirically, by investigating the nature of the phenomenon exhibited in paradigm cases of such knowledge.  But where are we to find paradigm cases of such knowledge?  One place that we can find them is in the history of our best science (where “science” is understood broadly, to include any field of systematic rational inquiry in which theoretical progress is made).  If you want to undertake an empirical investigation of the nature of the knowledge sought by inquisitive creatures, then study the obvious cases of such knowledge in the history of science.  Naturalized epistemology can tell us about the nature of the epistemic properties that are instantiated, or sought, by our best science, and it can also tell us how best to go about trying to instantiate those epistemic properties ourselves.  This historically-based epistemology is thus both empirically informed and substantively prescriptive.  It thereby fits perfectly our initial characterization of naturalized epistemology.


I don’t have the space in this paper to offer any detailed examples of this naturalist paradigm, but I will just give a hint about two examples that are especially pertinent to the argument that I’ve given so far.  In my argument so far, I have assumed that, for any two hypotheses H and H’, if our total evidence is E, then we should be more confident of H than of H’ just in case Pr(H/E) > Pr(H’/E).  I have also assumed that the intuitive plausibility of H, or of H’s consequences, determines Pr(H).  Now, are these assumptions true?  Some philosophers would wish to answer this question by appeal to definition, or to some a priori argument.  But definitions cannot answer substantive questions, they can only beg them.  And a priori arguments are not likely to settle substantive epistemological issues, according to the naturalist.  So how can we find out if the assumptions in question are true?

Here’s an empirical way to find out if the assumption is true:  consider whether the scientific reasoning that has accorded with these assumptions – scientific reasoning that lends more rational credence to H over H’ if the evidence is E and Pr(H/E) > Pr(H’/E), and that treats Pr(H) as proportional to the intuitive plausibility of H – consider whether such reasoning has, as a matter of historical fact, led to the advancement of scientific knowledge:  not just an increase in the number of truths that we believe, or the ratio of true to false beliefs, but an increase in our knowledge, in our holding true beliefs reasonably on the basis of adequate grounds.  If such reasoning has led to the advancement of our knowledge, then that supports the account of empirical support implicit in such reasoning.  
Now, this procedure will immediately raise two worries.  One worry is this:  how can we appeal to historical data in order to confirm our assumptions about confirmation and probability, without using – and so tacitly assuming – some account of confirmation?  And the second worry is this:  how can empirical evidence confirm any epistemological theory, if such theories are substantively prescriptive?  How can an “is” confirm an “ought”?  I haven’t the space to offer anything close to a full response to either of these worries, but I can at least indicate how a full response would go.

My response to the first worry would go as follows:  whatever account of confirmation and probability we tacitly employ in confirming our account of confirmation can itself become the object of empirical scrutiny.  We can examine that tacitly employed account itself, and check it against the historical data.  Any tacitly employed assumptions about empirical confirmation can themselves be empirically confirmed or disconfirmed.  Of course, there is a regress here, but there is – so far as I can see – nothing vicious about this regress.    
My response to the second worry would go as follows:  as a matter of empirically ascertainable fact, some “ought”s are empirically ascertainable facts.  How can we empirically ascertain which facts are empirically ascertainable?  We can do this by means of an empirical inquiry into the nature of the empirical.  Empirical evidence is evidence provided by the senses.  But what evidence do the senses provide us with?  That is itself an empirical question.  And as I argue elsewhere
 – though I cannot begin to defend this view here – the answer to that question will imply that we can sometimes have empirical, i.e., sensory, evidence concerning what we ought to do, or to think.  Sometimes, we can (literally) perceive that we ought to F.

According to teleological naturalism then, we can empirically ascertain the following fact:  S knows that p if and only if p is true and S achieves the goal-state of S’s cognitive system with respect to p.  Furthermore, for creatures who engage in the practice of inquiry, we can empirically ascertain the nature of the goal-state of their cognitive system (i.e., the goal-state of inquiry) by studying the history of science.  Analogous points hold for other epistemic statuses besides knowledge.  That is how the teleological naturalist understands epistemology as an empirical discipline.  What renders those empirical findings substantively prescriptive, according to the teleological naturalist?  Knowledge and other positive epistemic statuses are worthy of pursuit by inquisitive creatures not (or not just) because they are instrumentally valuable.  They may, of course, be instrumentally valuable – we need not disagree with Kornblith on that point.  But that’s not the only thing that makes them worthy of pursuit for inquisitive creatures.  What makes them worthy of pursuit for inquisitive creatures like ourselves is that, like health, friendship, and love, their attainment is partly constitutive of our well-being.  Knowledge, and epistemic excellence more generally, is part of what constitutes the natural and valuable phenomenon of an inquisitive creature’s well-being.
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�  Quine 1969a.


�  Quine 1969a, 83.


�  Quine 1986, 664.


�  The purely formal constraints supplied by formal epistemologists are not substantively prescriptive in this sense:  they don’t tell us how to go about the business of cognition.  I would also add – though I cannot defend this sweeping claim here – that to the extent that the formal constraints supplied by formal epistemology have any bite at all, it’s not at all clear that they can be established by means of a priori arguments (e.g, Dutch Book Arguments).  In general, the stronger the constraint, the more dubious the status of the a priori argument employed to establish it.


�  Bishop and Trout 2004.


�  See Kornblith 2002, chapter 2, for an excellent account of the relevant data.


�  Chapters 3 and 4 of Kornblith 2002 are devoted to criticizing various arguments that have been given for the conclusion that animal knowledge and adult human knowledge are different in kind.  The teleological account that I have just articulated says that animal knowledge and adult human knowledge are different species of the same genus, and so it can be understood as a version of the general view that is at issue in those chapters.  But it is, so far as I’m aware, a novel version of the view, and it is not considered by Kornblith.


�  “A wine predicting SPR was developed by Ashenfelter, Ashmore, and Lalonde (1995).  It has done a better job predicting the price of mature Bordeaux red wines at auction (predicting 83% of the variance) than expert wine tasters.”  (Bishop and Trout 2004, 26 – 7)


�  BonJour 1980 describes a hypothetical example involving a clairvoyant who reliably forms true beliefs concerning the whereabouts of the president, while having lots of evidence against those beliefs, and against the reliability of their formation.  If such an example were real, the clairvoyant would be in clear violation of the requirement of total evidence.  But I do not wish to assume, as BonJour does, that such an example is even coherently conceivable, let alone possible.


�  This conception of epistemic excellence as a natural kind, the essence of which is revealed by the empirical study of the history of science, is suggested in Kuhn 1977a.  


If you want to figure out the function of a tool – e.g., a hammer, or a saw – you consider what the users of that tool use it for.  I think of the cognitive system as a tool of a very special kind – it is a tool the use of which is necessary for the use of any other tool.  To figure out the function of this particular tool, the cognitive system, we need to consider what users of that tool use it for.  The hypothetical contract described in Neta forthcoming is a device for helping us to figure out how cognitive beings use their cognitive systems.


�  In an unpublished manuscript currently and provisionally entitled “Why Should We Trust Our Senses?”


� Thanks to Michael Bishop, Brandon Fitelson, Jonathan Kvanvig, Marc Lange, Duncan Pritchard, Dylan Sabo, John Turri, and Jonathan Weinberg for their helpful comments on an earlier draft of this paper.
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