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Abstract:  I propose understanding CP-law statements as statements that assert the existence of vague statistical laws, not by fully specifying the contents of those laws, but by picking them out via a description that is both self-referential and self-locating.  I argue that this proposal validates many common assumptions about CP-laws and correctly classifies many examples of putative CP-laws.  It does this while avoiding the most serious worries that motivate some philosophers to be skeptical of CP-laws, namely the worry that they lack non-trivial truth conditions and that it is impossible for empirical evidence to disconfirm them.

1.  Introduction

Many important generalizations found in many branches of science have exceptions.  For example:
(Robins)  
Robins’ eggs are greenish-blue
(Demand)
When demand for a product increases while supply remains constant, price increases

(Interest)
When interest rates are cut, consumer spending increases
How should we understand the content of such generalizations?  It is common to understand them as ceteris paribus laws, or CP-laws, where if it is a CP-law that:

CP, Fs are G
this law satisfies the following assumptions:
Assumption 1.  It can be used to predict that an F is G and to explain why an F is G

Assumption 2.  It is not equivalent to a law that every F is G —unlike the latter it can be true even if there are some Fs that are not G

Assumption 3.  It is not equivalent to a law that Fs that are H are G for any H that we can specify
 — unless H stands for “uninterfered with,” where what counts as being “interfered with” cannot be informatively unpacked otherwise than by indicating that an “interfered-with F” is an F that can fail to be G without running afoul of this very law
 

Assumption 4.  It is not equivalent to the probabilistic law Pr(G|F) = r for any value of r.


Many philosophers
 are CP-law skeptics:  They deny either that there could be any facts that satisfy Assumptions 1-4, or that science could ever discover or confirm such facts even if they existed.  Others are not skeptical, since they are persuaded by examples like (Robins) that science does discover such things, but they are nonetheless queasy:  They find it puzzling that there could be such facts, or that science could confirm them, and they regard it as an important philosophical challenge to explain exactly what CP-laws are in such a way as to make these puzzles go away.  In this paper I will take up a promising suggestion for answering CP-law skepticism and see where it leads; by the end, I will make a new positive proposal for how to understand CP-laws.
2.  The Sources of CP-Law Skepticism

There are two main sources of CP-Law Skepticism.  First, there is the trivial truth conditions worry:  Under what conditions is it true that CP, Fs are G?  It turns out to be very hard to give an answer that doesn’t end up implying that for more or less any old F and any old G, it’s true that CP, Fs are G.  For example, at first glance, “CP: Fs are G” might mean simply that “Fs are G, except for the ones that aren’t,” or “Each F is G, unless there is some reason why it isn’t G,” or “Each F is G, unless something makes it non-G,” or “There are certain conditions under which Fs are G.”  If any of those equivalences is right, then it will turn out to be true that CP: cubes are electrically conductive, which surely trivializes the idea of a CP-law.  How can we specify the truth conditions of a CP generalization in such a way that doesn’t lead to this sort of trivialization?
  

Of course, you might reply by saying that not every kind of proposition can be given informative truth-conditions; some things have to be fundamental, and why couldn’t CP-laws be among them?  One answer starts with Assumption 1, that a CP-law is supposed to be something that can be used to explain why a given F is G, and to predict that a given F will be found to be G.  This makes it seem that there should be some sort of intelligible connection between the fact that CP Fs are G, on the one hand, and the fact of this particular F’s being G, on the other.  But that intelligible connection cannot involve logical entailment of the latter by the former (because of Assumption 2), entailment of the latter by the former together with suitable, specifiable auxiliary assumptions (because of Assumption 3), or the former’s implying a high chance for the latter (because of Assumption 4).  We are left desperately wondering what the intelligible connection could be, that makes it reasonable to think that the CP-law is a good reason to predict that this F will turn out to be G, or that it explains why this prediction turns out to be true (if it does).  Taking CP to be a primitive amounts to denying that there is any intelligible connection:  It amounts to taking it as simply a brute fact that CP, Fs are G is related to this F’s being a G in a way that renders Assumption 1 true.


A different answer is that even if we take CP-laden stuff as primitive, we still must face the second source of CP-Skepticism, the disconfirmation worry:  If a hypothesis to the effect that there is a certain CP-law CP: Fs are G can be a genuine scientific hypothesis, then one would expect it to be possible for empirical evidence to disconfirm it.  But if it is equivalent to neither All Fs are G nor Prob(G|F) = r, then it is far from clear when the observation of an F that is not a G would disconfirm it.  So, how is it possible to tell the difference between non-G Fs that disconfirm the hypothesis, and non-G Fs that do not since they are among the exceptions permitted by the CP-clause?  Suppose that some answer can be given:  “We know that a non-G F is one of the ones that does disconfirm the hypothesis when it has feature H.”  In that case, it is irresistibly tempting to think that the hypothesis that is really under test here is: “It is a law that FHs are G.”  But by Assumption 3, that can’t be equivalent to a genuine CP-law.

3.  Vagueness and CP-Laws

It can be tempting to think that the real trouble with CP-laws is that they are vague; there is no clear matter about whether a CP-law is true or not, and this renders them unfit to play any important role in science.  But we should resist that thought.  For one thing, vague statements as such don’t raise the two worries that are the roots of CP-Law Skepticism.  “___ is bald” is a vague predicate, and there is a philosophical problem about specifying its extension, but that problem has nothing to do with a threat of trivialization:  The various possible proposals that are currently regarded as contenders all have their disadvantages, but none of them has the disadvantage of entailing that everybody is bald.  So vagueness as such doesn’t raise the trivial truth conditions worry.  It doesn’t raise the disconfirmation worry, either:  “All German philosophers are bald” is a vague statement, but there is no difficulty at all in identifying possible observations that would most definitely disconfirm it.


Still, it’s interesting to ask whether there could be vague laws of nature.  In one sense, the answer is:  Of course.  For example, it is a law of nature that photons move quickly.  It is also a law that the gravitational force exerted by one body on another is equal to the product of their masses divided by the square of their distance, multiplied by a proportionality constant that is about equal to 7 × 10-11 m3 kg-1 s-2.


There are other ways we could understand the question that make it less obvious.  For example, you might wonder whether there could be a vague fundamental law, or a vague law that was not a logico-mathematical consequence of one or more non-vague laws.  Though the question deserves more attention than I can give it here, it seems that on most of the leading philosophical theories of lawhood, there is no reason to think it impossible for there to be vague laws that are not consequences of non-vague laws.  For example, on the contingent-necessitation view of laws (e.g. (Armstrong 1983)), laws are higher-order relations among universals that entail relations among the extensions of those universals; why couldn’t there be a second-order relation among universals that is such that whenever two universals stand in this relation, it follows that approximately all the instances of the first also instantiate the second, without entailing that any particular fraction of them do?  On the best-systems approach to laws (e.g. (Lewis 1994)), the laws are the generalizations that belong to the deductive system of truths that achieves the best balance of strength and simplicity.  Why couldn’t a generalization such as “Almost all Fs are G” be part of a system of true generalizations that strikes an outstanding balance between strength and simplicity, whereas you could not add to that same system any true regularity of the form “The proportion of Fs that are G is r” without damaging its simplicity in a way that isn’t adequately compensated by a gain in strength?  At any rate, without a full accounting of how strength and simplicity are to be measured and balanced against each other (something we are still waiting for), it is far from obvious that things couldn’t be like that.
It is worth noting that many philosophers hold laws to be distinguished from other true generalizations by their range of counterfactual invariance.
  For a given range of counterfactual suppositions, it could be that a vague truth would still have held true under any of those suppositions, though no precise truth from which it follows clearly does.  For example, I would presumably have still been about six feet tall even if my childhood environment had been different in any of a great many possible ways, though it is not at all clear that I would still have been 6.0273592705116 feet tall under each of them.  My height is not a law, of course, but presumably the same point applies to general truths:  A vague one can be more counterfactually robust than any of its precisifications.  This suggests the possibility of a vague law that is such that none of the precise truths that entail it are laws themselves.


So CP-laws are not suspicious on account of being vague.  Nevertheless, if there are any CP-laws, they probably are vague.  For one thing, they tend to be about vague kinds — robins’ eggs, human brains, ruby lasers, markets, and so on.  (Such kinds are vague because they have borderline cases; for example, it might be indeterminate whether a certain ancestor of modern robins is itself a robin.)  Moreover, it is overwhelmingly plausible that among the possible Fs that are not G, there are borderline cases of things that count as refuting counterexamples to the law that CP, Fs are G.  For example, the yellow egg of a robin that was perfectly normal in every way would presumably be a refuting counterexample to the law that CP, robins’ eggs are greenish-blue; the yellow egg of an otherwise similar bird that had been given a massive dose of a mutation-generating toxin would not.  What about the yellow egg of an otherwise similar bird that had been exposed to one molecule of the toxin?  Two molecules of it?  Etc.

4.  CP-Laws as Vague Statistical Laws


These considerations can make it seem an intriguing possibility that an account of CP laws might take vagueness as its core.  The most obvious way of implementing this strategy would be to understand CP laws as vague statistical laws.  For example, we could understand

CP:  Robins’ eggs are greenish-blue
as equivalent to either:

A high proportion of robins’ eggs are greenish-blue

or

Robins’ eggs have a high chance of being greenish-blue
or perhaps

A high proportion of robins’ eggs have a high chance of being greenish-blue.

Such vague statistical laws would clearly satisfy Assumptions 1-4.  Any of the three preceding indented generalizations could be used to predict that or explain why some robin’s egg is greenish-blue; any could be true even if there were some robins’ eggs that were not greenish-blue; neither is equivalent to the statement that all robins’ eggs that have some property H are greenish blue; and none is equivalent to the law that robins’ eggs have chance r of being greenish-blue, for any particular value of r.

Neither of the two worries that are at the root of CP-law skepticism afflicts vague statistical laws.  Vague statistical generalizations, like vague statements generally, can be definitely false, so they do not have vacuous truth conditions.  They can also be clearly disconfirmed by empirical evidence; “a very large fraction of German philosophers are bald” is disconfirmed by taking a random sample of German philosophers and finding only 15% of them to be bald.  There might be borderline cases where it is indeterminate whether a given piece of evidence disconfirms a vague statistical generalization, and it might be that the degree to which a vague hypothesis is confirmed by given evidence is vague.  But the disconfirmation worry about CP-laws is altogether different:  It arises not because of vagueness of degrees or because of borderline cases, but because there seems to be no fact of the matter at all about whether a given non-G F would disconfirm the hypothesis that it is a law that CP, Fs are G.

5.  Some Objections Considered

One might object that this proposal amounts to making “CP:  Fs are G” mean essentially the same thing as “Mostly, Fs are G,” and this seems not to fit well with examples from biology concerning proper functions.  For example, among zebras, the proper function of going into shock might be to help the zebra survive a lion attack, even if in fact it hardly ever does help the zebra survive; what makes this the shock-reaction’s function is that the presence of this behavior in zebras now is explained by the fact that in the past, zebras with this behavior managed to pass on their genes because the behavior helped them survive lion attacks.  The reply to this objection is that it really poses no problem for the proposed view of CP-laws; properly understood, it is a decisive objection to the view that “the function of A is to do B” implies “CP: As do B.”  In the case in point, it is obviously terribly misleading to say that it is a law that, ceteris paribus, going into shock causes a zebra to survive a lion attack, even if that is indeed the function of going into shock.  The laws, even including the CP-laws, do not guarantee that things typically succeed in carrying out their functions.  The lesson to learn here is that proper functions and CP-laws pose quite different problems for philosophy of science, and it is dangerous to run them together.


A different objection is inspired by dispositionalism about laws (e.g., (Bird 2007)):  Like all laws, CP-laws should be grounded in the natures of the kinds and properties they govern; if it is a law that CP, Fs are G, then there should be something about Fs themselves that makes them prone to be G.  But on the proposed account it could be a law that CP, robins’ eggs are greenish-blue even if there were nothing about robins that made them prone to lay greenish-blue eggs, but instead something painted the eggs as soon as they were laid.


The proposed account does not rule out the possibility of CP-laws grounded in the natures of the things governed; the objection here is that it also permits CP-laws of a different kind.  The reply to the objection is that it would be a mistake to disallow this other kind of CP-law.  Continuing with the same example, suppose that it is a law that if any neighborhood contains robins, that neighborhood also contains fairies; suppose further that it is a CP-law that the fairies paint all the robins’-eggs in their environment bluish-green as soon as they are laid.  This CP-law does not offend against the dispositionalist’s scruples, since it is a CP-law governing fairies, and it is grounded in the natures of the fairies themselves.  However, it follows from what we have assumed that the generalization Robins’ eggs are bluish-green will be useful for predicting and explaining, although it might have exceptions.  Though the example is admittedly fanciful, it illustrates how properly-disposition-grounded CP-laws about one kind can, perhaps in conjunction with other laws, entail the existence of other sorts of regularities that are exception-laden but nonetheless good for predicting and explaining.  Since the notion of a CP-law was introduced into the literature of philosophy of science in order to cover such regularities, it would be unreasonable to refuse to apply that label here (even if, admittedly, a full theory of the metaphysics of laws of nature might well include a special category for CP-laws that are grounded in the natures of the things they govern).

A different objection one might raise is that it is possible that it might be true just as a sheer contingent accident that a high proportion of Fs are Gs, in which case we would not want to count it a law that CP, Fs are G.
  This is correct but not inconsistent with the proposal on the table.  What the proposal implies is rather that when it is a law that a large proportion of Fs are G, then it is a law that CP, Fs are G.
  This condition is not met when most Fs are G just as a matter of happenstance.  It might be countered that there cannot be a law to the effect that most Fs are G unless it is implied by some strict law (e.g. to the effect that all Fs are G).  But it is difficult to see just what the grounds for that claim could be.  One might point out that as far as we know, there are no fundamental laws of physics that place this sort of vague constraint on frequencies, and that there seems to be no way for strict fundamental laws to entail that most Fs are G without entailing that all of them are.  This would be a serious objection if there were good reason to think that the laws are exhausted by the fundamental physical laws and their consequences, but why should we believe that?  One reason that has been offered for thinking that there are no laws of the non-physical sciences (e.g. by Roberts (2004)) is that such laws would be CP-laws and there are no CP-laws.  But we are in the midst of considering a proposal that implies that there can be CP-laws after all, so it would be question-begging to appeal to that reason here.


An important objection is raised by Reutlinger and Huettemann (forthcoming) (with inspiration from (Cartwright 1983)):  Many paradigm cases of CP-laws involve idealizations (e.g. laws about ideal gases, perfect markets, etc.).  But it is implausible that these are vague statistical laws.  For example, the ideal gas law does not imply that most real gases satisfy PV=nRT (in fact none do), nor does it (merely) imply that most ideal gases satisfy PV=nRT (in fact all do).  So there seems to be no statistical regularity in the neighborhood that captures the content of this law.  Some other account is required, at least for those CP-laws that involve idealizations.


To deal with it, we must first make an observation:  In order for idealization-based CP-laws to be informative about the real world, they must imply something about real systems, not just idealized ones.  What do they imply about real systems?  The natural answer is that insofar as a system is like an ideal system of a certain sort, its behavior will be like that of the ideal system.  In the hypothetical limit as the real system becomes indefinitely more similar to the ideal system, it’s behavior approaches that of the ideal system.
  So for example, when we use the ideal gas law in real-world applications, we implicitly depend on the assumption that to the extent that a given real gas is relevantly like an ideal gas — for example, the radii of its constituent molecules are approximately zero, as are the non-collision inter-molecular forces — it approximately obeys the equation PV=nRT.  When we rely on CP-laws from economics that concern perfect markets, we presume that the real markets we want to apply these laws to are relevantly similar to perfect markets in a way that implies that their behavior will be relevantly similar to the behavior described by these laws.  And so on.


So here is a proposal:  In the case of a putative idealization-law F+s are G, where an F+ is an idealized version of a real F, we understand the content of the law to include the claim:  Insofar as an F is approximately F+, it also approximately G.  In the case of different laws, this might be made precise in different ways; in many cases (for example laws about perfect markets, or perfectly rational people, etc.), it might be left vague.   An idealization-based CP-law, then, can be understood as including a vague statistical law:

A high proportion of Fs that are approximately F+ are also approximately G
or:

Fs that are approximately F+ have a high chance of being approximately G

In some cases, there will be a way of making these more precise, by specifying what “approximately” means.  In other cases, this will be left vague.  In those cases, the law will be vague for more than one reason.  But again, this is not in itself problematic, since there is no reason to think that there cannot be vague laws.  So it seems that at least some idealization-based CP-laws can, after all, be assimilated to vague statistical laws.

6.  The Final Proposal

Another threatening objection can be put like this:  Consider the case of (Robins).  Somebody could start a breeding program in which they artificially generate mutant robins whose eggs are yellow and sterile.  With adequate funding, they could produce trillions of these sterile yellow eggs.
  We know that if that happens, then it will no longer be true that most robins’ eggs are greenish-blue.  But when we assert the CP-law CP, robins’ eggs are greenish-blue, we are not predicting that this will not happen.  So, “CP robins’ eggs are greenish-blue” must not be equivalent to “A high proportion of robins’ eggs are greenish blue” (or any other vague statistical generalization we might try to analyze it by).  The objection is correct, so I must refine my proposal.  


What this objection brings out is that putative CP-laws are not threatened by apparent counterexamples, so long as those examples are "contaminated" or "interfered with"; the interfered-with cases do not count.  The tricky thing, of course, is spelling out what it means for something to be an interfered-with case.  Here we face a familiar dilemma:  If we cannot say anything more about which cases are the interfered-with ones than that they are the ones whose failure to conform to the law need not falsify the law, then apparently all we can say is that the truth of a CP-law is falsified only by those cases that falsify it, so the CP-law is vacuous; on the other hand, if we can give an independent and informative characterization of the interfered-with cases, then we can add the negation of this characterization of the interfered-with cases to the antecedent of the law, and it seems we no longer have a CP-law, properly speaking, but rather an incorrect or elliptical statement of the law we had in mind.  Yet in real, concrete cases, such as (Robins), we seem to slip through these horns somehow:  It seems that we can operate with a law that is not trivial, even though we cannot give an informative characterization of the class of situations in which it is falsified (not even a vague one, like it is falsified in cases where not most robins' eggs are greenish-blue, as the mutant-breeding-program example shows).  So what gives?  In cases like this it is tempting to say, with (Lange 1993) that we know in practice how to tell the difference between cases that would refute the law and cases that don't count because there is an "interference," even if we cannot make this knowledge explicit.  The tacit knowledge is what saves the law from trivialization, and our inability to make it explicit is what makes it a genuine CP-law.  That seems plausible in the robins case, but it leaves us with a problem:  What is the content of the law in question?  This might not be a problem that practicing scientists need to confront, but it is a metaphysical problem:  What does the world have to be like for us to be right in thinking it a law that CP robins' eggs are greenish blue?  The answer would seem to be that a certain proposition has whatever feature the true theory of lawhood identifies lawhood with -- but which proposition?  The best answer we have seen so far is something like "the proposition that all or most robins’ eggs are bluish green except for the ones, you know, the ones we would all recognize as not counting."  And that is not satisfying:  It is implausible that the proposition that enjoys lawhood here makes reference to us.


The solution to this puzzle is that even if the proposition that is a law here does not make reference to us, we can still identify that proposition via a description that refers to us, even if we cannot give a direct specification of that proposition.  (Similarly, I can say that the proposition Maria enunciated yesterday is a law of nature even if I cannot specify the content of that proposition directly.)  In particular, I propose that:

“It is a law that CP, Fs are G”
 is true iff there is some property K such that:
· (i) it is a law that a high proportion of K Fs are G, and
· (ii) a high proportion of the Fs that we will ever apply this statement to are K (excluding ones that we are mistaken about concerning something that is evidentially relevant to whether they are K). 

For example, in the mutant-robins case, there is presumably some (presumably extremely complex) property that is shared by almost all robins that do not get messed with by the mutant-robin breeders — a property concerning a bird’s cellular physiology, for example.  Most robins that have this property lay bluish-green eggs, and it could be true as a matter of law that this is so.  We wouldn’t apply the law (Robins) to a robin that lacked K — for example, a robin from the large-scale mutant breeding program — unless we were mistaken about something that is evidentially relevant to whether the bird lacks K — for example, the fact that it is a product of the aforementioned breeding program.  So on the new proposal, “It is a law that CP, robins lay bluish-green eggs” is true.  It does not matter that we will probably never be in a position to specify K.  In fact, presumably, there is no unique property K that will do the job; if there is one, then there are probably many.  Moreover, it might be that for any such K, there is some nomologically possible world at which it isn’t true that most of the robins we will ever apply the law-statement to have K; that is all right, though, because the proposal requires only that (ii) holds in the actual world – it needn’t hold in all nomologically possible worlds.  (Clause (ii) is part of a description we use to pick out some strict law, not a statement of that strict law itself.)
  We are justified in believing the CP law-statement so long as we are justified in believing that there must be some K or other that does the trick, and the law-statement is true at any world such that there is some K or other that does the trick.  I submit that in the case of (Robins), we are obviously justified in thinking that whether or not our world happens to contain a large-scale yellow-egg-laying-robin-breeding farm, there is some K that will get the job done.  For this reason, we are justified in believing that it is a law that CP, robins’ eggs are greenish blue.


According to this proposal, a CP-law statement asserts the existence of a vague statistical law, without specifying the content of that law.  Instead, it asserts the existence of a law fitting a certain description.  The existence of a law fitting this description is sufficient for many purposes of prediction and explanation; for example, if we know that the statement “It is a law that, CP, robins’ eggs are greenish-blue” is true, then this truth justifies us in predicting that particular robins’ eggs are greenish-blue, and it gives us information that we can reasonably regard as explanatory of the color of observed robins’ eggs.  (Or at least, it does so as long as the eggs in question are not for some reason such that we would not apply this law to them — for example, if the eggs were laid by birds that had been artificially tampered with by the sort of breeder discussed above.)  Thus the statement “It is a law that, CP, robins’ eggs are greenish-blue” has truth conditions that are self-locating:  The statement is true just in case there exists some law that is related to us in the right way.  The statement’s truth conditions are also self-referential, since in clause (ii) they make reference to the CP law-statement itself.  Hence my title.  It is implausible that the propositions that are the contents of laws of nature involve such self-reference or self-locatingness, but that doesn’t imply that we cannot pick out those propositions via descriptions that have these features.

This proposal has much to recommend it.  It makes CP-law statements satisfy all of Assumptions 1-4.  It might appear to violate Assumption 3, with the ‘K’ from the proposal playing the role of the ‘H’ in the Assumption.  But it doesn’t really:  The proposal does not imply that the CP-law statement is equivalent to any statement of the form “all Fs that are H are G” for any particular H; in effect, the H is existentially quantified over.
  It accommodates a wide range of paradigm cases of CP-laws.  It covers every example of a CP-law covered by the original proposal to regard CP-laws as vague statistical laws, and it also allows for the kinds of examples that that proposal unfortunately rules out (illustrated by the example of the mutant-robin breeding program).  And it does not appear to be subject to either the trivial truth conditions worry or the disconfirmation worry.
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� Notice that the existential quantifier here does not occur within the mentioned law; that law names H by name.


� An alleged CP-law that violates assumption 3 is, in the terminology of Earman and Roberts (1999) a cp-law in only the “lazy sense,” since with a little effort it could be rewritten as a strict law.  In the terminology of Schurz (2002, p. 359), such a law is a “definite cp law.”  Although Schurz classifies such laws as a species of CP-laws, he agrees that the important philosophical problems about CP-laws do not arise for such laws; see Schurz (2002, p. 360).


� However, some authors (including me – see below) charaterize CP laws as statitsical in character; they just don’t take them to have the specific form just mentioned.


� See (Earman and Roberts 1999), and (Woodward 2002).


� For what might be the most promising attempt to solve this problem, see (Pietroski and Rey 1995); for arguments that this attempt doesn’t succeed, see (Earman and Roberts 1999, pp. 453-454) and (Schurz 2002, p. 361).


� Here and throughout this paper I am using “laws” in a liberal sense in which all logico-mathematically contingent consequences of the laws are themselves laws.  I assume that the vague statements just mentioned are consequences of more familiar laws.


� (Lange 2009); (Woodward 1992).


� If we understand it this way, then its being a law that CP, robins’ eggs are greenish blue is equivalent to its being a law that a high proportion of robins’ eggs are greenish blue.  This would be a law about relative frequencies, rather than about chances or propensities.  For a defense of the idea that there could be such laws, see my (ms).


� Schurz (2002, pp. 365-366) argues that for this reason, statistical laws should be counted as CP-laws only when they are explained by evolutionary processes.  For reasons about to be explained, I do not think that is a necessary condition.  Apart from this important difference, Schurz’s ‘normic laws’ are similar to the vague statistical laws proposed here.


� I defend the claim that such laws governing frequencies are possible — even if the underlying fundamental physical laws are deterministic — see my (ms).


� The kind of idealization I have in mind is what is usually called a Galilean idealization’; see (Frigg and Hartmann 2012).


� As an anonymous referee pointed out, this proposal makes the ideal gas law out to be qualified twice over:  It is both approximate and statistical.  One might wonder why both qualifications are needed; why shouldn’t we understand the ideal gas law simply to state that all gases, insofar as they are approximately like ideal gases, approximately obey that law?  The answer is that on the standard, statistical-mechanical way of thinking about the ideal gas law, it is nomically possible for it to have exceptions in which it is not even approximately true, due to unlikely coincidences among the initial conditions of the molecules in the gas.  For example, the micro-trajectories of the gas particles might suddenly result in the entire gas’s being concentrated in one corner of the available volume. Such occurrences are extremely improbable, but not ruled out.  And they might occur even when the gas is, in the relevant sense, approximately an ideal gas – the radii of the molecules small, the non-contact forces they exert on one another small, and so on.


� Idealization is, of course, a very complicated topic, and it is the subject of a large and growing body of work in philosophy of science.  It is not unlikely that some CP laws involving idealizations will need a different treatment from the one just given.  But this treatment is a start, and it shows that idealizations as such are not necessarily a fatal problem.


� Since the eggs are sterile, this is not a case of an evolutionary change in the species; the yellow-egg mutation is not inherited, so it is not selected for. 


� Or any other sentence that, taken in context, expresses a CP-law — for instance (Robins) itself, which does not explicitly contain either the word “law” or the modifier “CP.”


� Thanks to an anonymous referee for preventing me from making a mistake here.


� What if it turns out that it is a law that a high proportion of K Fs are G, and only a small fraction of the Fs are K, but due to some fluke, almost all of the Fs that we will ever encounter are K?  My proposal will then count it a true CP-law that Fs are G.  Is this a problem?  I do not think so.  Most believers in CP-laws agree that even if it is a law that CP, Fs are G, it might turn out that most Fs are “interfered-with” in the relevant sense and are not G.  In the case described, roughly speaking, an F that is not K is an interfered-with F.  It is no disadvantage of my proposal that most Fs might turn out to be interfered-with; on the contrary, it is an advantage.


� This feature makes my account resemble the ‘completer strategy’ used e.g. by Fodor (1991), by which it was influenced.   But my account here is importantly different from Fodor’s completer account; it is weaker in one way and stronger in another.  Fodor’s proposal is that it is a law that CP, Fs are G just in case every realizers for F either has a completer, and the ones that don’t do have completers for sufficiently many other laws.  Each realizer that has a completer is allowed to have its own completer, and when a realizer and it’s completer both hold, the consequent of the law must follow of nomic necessity.  My proposal is stronger because I require that there just be one property K that effectively serves as the ‘completer’ for all of F’s realizers; it is weaker because I don’t require that when F and K hold, G always does.  For a critique of Fodor’s account, see (Mott 1992) and (Earman and Roberts 1999).  It cannot be denied, however, that the present account is in the same general family as Fodor’s account, which might be called ‘the completer family.’


� I am very grateful to Andreas Huettemann, Alexander Reutlinger, an audience at the University of Cologne, and an anonymous referee for Erkenntnis for helpful feedback on earlier versions of this paper.





23

