What is an Inference
(A) The Question

Before answering the question that forms the title of this paper, I must clarify it, since the term “inference” is commonly used in various ways.  Sometimes, the term “inference” is used to denote a certain kind of abstract object, e.g., an ordered pair of a premise set and a conclusion.  Sometimes, the term “inference” is used to denote a transition in a rule-governed formal system:  a transition from one well-formed formula to another, where the agent making this move need not assign any interpretation to any of the formulae involved.  And sometimes the term “inference” is used to denote various computational cognitive processes – for instance, the process whereby the visual system computes the edges of visible objects.
In contrast, I want to use the term “inference” to denote a particular kind of mental act, a mental act that we would ordinarily describe as drawing a conclusion from some premises.
  But what is it to draw a conclusion from some premises?  Is it anything other than the occurrence of one of the computational cognitive processes alluded to above?  If it is something other than the occurrence of some such process, then how can we specify the difference?  
It might seem that the characterizations that we have offered so far have already specified the difference:  inference is a mental act, not a computational process.  But some acts are processes – indeed, the mental act of computing is itself a process – and so without some account of what this difference between mental act and computational process comes to, we have simply labeled the difference without explaining it.  Perhaps we might explain it by saying that inference is rationally evaluable, whereas computational processes are not, or by saying that inference is accessible to consciousness, whereas computational processes are not.  But (even putting aside the question of whether the preceding claims are true) without some explanation of why inferences, but not computational processes, are rationally evaluable, or accessible to consciousness, these claims simply trade in one mystery for another.  

One helpful suggestion is provided by the following passage from Frege:

“To make a judgment because we are cognisant of other truths as providing a justification for it is known as inferring.” (Frege 1979, 3)

To have any chance of being right, Frege’s passage needs to be amended.  As Boghossian 2012 notes, in so far as cognisance is understood as a form of knowledge, Frege’s formulation rules out the possibility of inferring a conclusion from false premises, or of inferring a conclusion from premises that do not actually justify it, but these are both clearly things that we sometimes do.  Thus, Boghossian amends Frege’s formulation as follows:
“S’s inferring from p to q is for S to judge q because S takes the (presumed) truth of p to provide support for q.”  (Boghossian 2012, )

One way that I can characterize my topic then, is by saying that the kind of inference that I want to investigate here is the kind of inference that involves judging a conclusion to be true because one takes the (presumed) truth of the premise to provide support for that conclusion.  And that kind of inference is not simply a computational cognitive process:  my visual system computes the edges of visible objects independently of my taking the inputs to that computation (inputs that I normally do not so much as understand) to justify its outputs.


So now we can pose, in sharper form, the question that will occupy us in this paper:  what is it to draw a conclusion from a premise because you take the premise to provide support for the conclusion?

(B) The Dilemma


Boghossian thinks that the question, so posed, is unanswerable.  And his argument for this conclusion takes the form of a dilemma.  Either taking a premise to provide support for a conclusion is a matter of being in a particular representational state – a state the content of which is that the premise provides support for the conclusion – or it is a matter of having certain psychological dispositions – dispositions to draw the conclusion when one believes the premise.  But, Boghossian argues, each of these two options leads to trouble.  

If taking a premise to support a conclusion is simply a matter of representing (either doxastically or non-doxastically) that the premise supports the conclusion, then the Fregean account of inference is as follows:  to draw a conclusion from a premise is to accept the conclusion because one both accepts the premise and also one represents that the premise supports the conclusion.  But this account is subject to the following sort of counterexample:
Roderick has done nothing of value throughout his life except for offering a solution to the Gettier problem.  Now, on his deathbed, Roderick thinks back on his otherwise worthless life and says “well, at least I solved the Gettier problem”.  But as he says this, Timothy bursts into his room and proves to Roderick that his solution to the Gettier problem is unsuccessful.  Roderick now believes that his solution to the Gettier problem is unsuccessful, and also believes that this very fact supports the conclusion that his life was worthless.  Believing these two things, Roderick falls into a state of despair, and, out of despair, believes that his life was worthless.  Of course, that his life was worthless is a conclusion that Roderick could have inferred from two beliefs that he has, viz., that his solution to the Gettier prolem fails, and that the failure of his solution to the Gettier problem supports the conclusion that his life was worthless.  But Roderick does not make this inference, and it is not on the strength of any such inference that Roderick believes that his life was worthless.  Rather, it is out of despair that he believes that his life was worthless.  This is a case in which Roderick accepts a conclusion – that his life was worthless – and he accepts this conclusion because he believes two other things – viz., that his solution to the Gettier problem fails, and that the failure of that solution supports the conclusion that his life was worthless – but Roderick does not infer that his life was worthless.  Therefore, inferring q from p cannot consist simply in believing that q because you believe that p and you also represent it as being the case that p supports q:  those are not sufficient conditions for inference, for they leave open the possibility that the causal relation between the premise belief and the represented support relation, on the one hand, and the conclusion, on the other hand, is not the kind of causal relation involved in inference.  This is one version of the familiar problem of the “deviant causal chain”.
How then can we zero in on the kind of causal relation involved in inference?  Perhaps we can do so by considering the agent’s psychological dispositions, rather than simply her psychological states at the moment.  Perhaps, then, we should understand Frege’s “taking” condition as requiring a particular psychological disposition on the part of the agent.  To do so is to embrace what Boghossian takes to be the second horn of the dilemma above, and it is no less problematic.  To see why, consider once again the case of Roderick.  In that case, when Roderick comes to believe that his solution to the Gettier problem fails, then, since he also represents it as being the case that the failure of his solution supports the conclusion that his life was worthless, he falls into despair.  And, because of his despair, he believes that his life was worthless.  Now, these causal connections may express deep-seated psychological dispositions in Roderick:  perhaps he is psychologically so constituted that, whenever he comes to believe propositions that he takes to support the conclusion that his life was worthless, he falls into despair, and whenever he falls into despair, he believes that his life was worthless.  Stipulating that Roderick has these dispositions does nothing to turn his case into one of inference.  Even under these stipulations, it still need not be the case that Roderick infers that his life was worthless from the premise that his solution to the Gettier problems fails.  Thus, the account of Frege’s “taking” condition as involving a disposition to draw the conclusion when one accepts the premise still does not offer sufficient conditions for inference.
Boghossian concludes, from the dilemma above, that there is no way to flesh out Frege’s “taking” condition so as to arrive at a non-circular account of inference.  But, while I agree with Boghossian’s argument against each horn of the dilemma he considers, I believe that the two options he considers are not the only options available.

A third option provided is by Wedgwood 2007.
  In that paper, Wedgwood attempts to give an informative account of inference (or what he calls “reasoning”).  According to Wedgwood:

“When one forms a belief … by means of a basic step in reasoning, one’s formation of that belief … is the manifestation of a disposition that one has, to respond directly to the fact that one has come to be in some antecedent mental states or other that rationalize forming a belief … within the relevant range by forming that very belief …”  (Wedgwood 2007, 673)

Now, the passage that I’ve just quoted sums up Wedgwood’s account of basic steps in reasoning, where the steps in question constitute good reasoning.  So, to derive a fully general account of inference from the account summed up in the quoted passage, we would need to generalize Wedgwood’s account in two ways:  first, we’d need to give an account of inferences that are not basic steps in reasoning (but that consist of more than one such step); and second, we’d need to give an account of inferences that do not constitute good reasoning.  Wedgwood himself is quite aware of the need to generalize his account in these two ways.  But he is optimistic that this need can be satisfied.  Thus, with respect to the limitation of his account to good reasoning, he writes:
“I shall proceed on the idealizing assumption that the only way in which a set of antecedent mental states can rationalize the formation of a belief … is by making that new belief …a rational belief … to form.  As we have seen, this idealizing assumption is strictly speaking false.  Nonetheless, an account of the nature of reasoning that is based on this assumption may still cast light on the general nature of reasoning…” (Wedgwood 2007, 662 – 3)
And, with respect to the limitation of his account to basic steps, Wedgwood writes:

“It seems plausible that every process of reasoning is composed out of (one or more) basic steps… .  … Once we have an account of such basic steps in reasoning, it will be straightforward to give an account of more complicated processes of reasoning, as consisting in an ordered series of such basic steps.”  (Wedgwood 2007, 668)

To judge from the passages just quoted, Wedgwood is aware of the need to generalize his account of inference in the two ways just mentioned.  But he thinks that the need can be satisfied – quite straightforwardly in the latter case.  I am, however, pessimistic that it can be satisfied in either case, within the constraints imposed by his account.

Consider, first, whether Wedgwood’s account of inference can be generalized to cover inferences that are not basic steps.  Wedgwood tells us that more complicated processes of reasoning consist “in an ordered series of such basic steps”.  But suppose that you start out believing some mathematical proposition p, which unbeknownst to you involves a hidden inconsistency.  You then infer q from p, infer r from q, infer s from r, and finally infer not-p from s.  Here, you proceed (rationally, let’s suppose) through an ordered series of basic steps in reasoning, beginning with p and ending with not-p; by the time you get to not-p, you rationally give up your original belief that p.  At the beginning of the series, you believe that p and you do not believe that not-p.  But at the end of the series, you believe that not-p and you do not believe that p.  In that case, although your reasoning proceeds in an ordered series of basic steps that begin with p and end with not-p, you do not infer not-p from p:  it is not true at any moment that you believe that not-p on the basis that p.  Therefore, an ordered series of basic steps in reasoning is not a sufficient condition of one’s making an inference from the first premise of that series to its conclusion. 
Furthermore, as Wedgwood himself notices, if there is a way to generalize his account of reasoning so that it covers both good and bad reasoning, then it is not at all obvious how to do this.  We might initially suppose that bad reasoning is simply a transition in belief that appears to the thinker to be good reasoning.  But this supposition cannot be right, since some transitions in belief may appear to the thinker to be good reasoning when they are not reasoning at all.  (For example, it might appear to me as if I have reasoned my way to believing that participation in the work force will rise very significantly in 2013, when in fact my belief in this proposition is not the result of any inference at all, good or bad.)   

It turns out, then, that Wedgwood’s third option works no better than the two that Boghossian considers.  Must we therefore conclude that inference cannot be given a non-circular account along the lines that Frege suggested?  No.  In order to provide my own neo-Fregean account of inference, I will first need to introduce some tools.  I introduce these tools in the next two sections, and then offer my account of inference after that.
(C) The Tools:  Binary Constructions

In this section, I want to discuss a linguistic category that I, following Higginbotham 2008, I call “binary constructions”.  Binary constructions are expressions that can be embedded in a clause, and which, when so embedded, need not have the same illocutionary force attached to their content as the embedding clause has attached to its content.  Because of this characteristic, there are two tests that can be used to determine whether or not some expression is a binary construction:
(a) Does assertoric force attach to the content of the expression even when it is embedded in the antecedent or consequent of a conditional?

(b) Does assertoric force attach to the content of the expression even when it is embedded in a clause that has interrogative, imperative, or other non-assertoric force?

A wide range of expressions pass both of these two tests.  This range includes expressions that Grice took to generate a conventional implicature.
 There are appositive relative clauses, and also single words such as “besides”, “consequently”, “finally”, “furthermore”, “hence”, “henceforth”, “however”, “incidentally”, “meanwhile”, “moreover”, “nevertheless”, “but”, “otherwise”, “therefore”, and “thus”.  Higginbotham gives the following examples of sentences in which there occur binary constructions:

(1) Is Bill, who is your friend, coming to dinner?

(2) Let Bill, who is your friend, come to dinner if he wants to!

Even though a serious utterance of (1) or (2) is not itself an assertion, and is not true or false, it is nonetheless true that by seriously uttering either (1) or (2), the speaker asserts (or, more generally, indicates)
 that Bill is your friend.  Furthermore consider:

(3) If Bill, who is your friend, decides to run, I will vote for him.

In asserting (3), a speaker does not assert that Bill decides to run, or that the speaker will vote for Bill.  But the speaker does assert that Bill is your friend.  Thus, the appositive “who is your friend” passes both tests (a) and (b) above:  we can conclude that it is a binary construction.

In the same way, we can also show that some single words are binary constructions.  

(4) Despite being poor, is Mary happy?

(5) Make Mary happy despite her poverty!

Even though a serious utterance of (4) or (5) is not itself an assertion, and is not true or false, it is nonetheless true that by seriously uttering either (4) or (5), the speaker asserts that poverty is a challenge to happiness.  Furthermore consider: 

(6) If Mary is happy despite being poor, then she is well constituted indeed!

In asserting (6), a speaker does not assert that Mary is poor, or that Mary is happy, or that Mary is well constituted.  But the speaker does assert that poverty is a challenge to happiness.  Thus, the word “despite” passes both tests (a) and (b) above:  we can conclude that it too is a binary construction.


Finally, consider the conjunctive adverb “therefore” or the coordinating conjunction “so”:

(7) Can you find me a man who is English and therefore brave?

(8) Go find me a woman who is English and therefore brave!

(9) Do you know any men who are single, so available?

(10) Find me a woman who is single, so available!

Even though a serious utterance of (7), (8), (9), or (10) is not itself an assertion, and is not true or false, it is nonetheless true that by seriously uttering either (7) or (8), the speaker asserts that bravery is a consequence of being English, and that by seriously uttering either (9) or (10), the speaker assets that availability is a consequence of being single.  Furthermore consider: 

(11)  If my opponent is English and therefore brave, I will need to prepare more thoroughly for my battle with him.
(12)  If my supervisor is English, and so astute, I will not be able to get away with laziness.
In asserting (11), a speaker does not assert that her opponent is English, or that her opponent is brave, or that she will need to prepare more thoroughly.  But the speaker does assert that bravery is a consequence of being English.  In asserting (12), a speaker does not assert that her opponent is English, or that her opponent is astute, or that she will not be able to get away with laziness.  But the speaker does assert that astuteness is a consequence of being English.  Thus, the conjunctive adverb “therefore” and the coordinating conjunction “so” pass both tests (a) and (b) above:  we can conclude that they too are binary constructions.


Notice that we can go at least some way towards cancelling the assertoric force attached to “therefore” in (11) by means of stress.  Thus notice that each of the following two are acceptable:

(13)  If my opponent is English and therefore brave, I will need to prepare more thoroughly for my battle with him; but if he is English but not brave, then I should be fine as I am.
(14) Had he been an Englishman and therefore brave, I would have been done for; and so I’m grateful that his being English had nothing to do with his being brave.

Does this call into question whether “therefore” is a binary construction?  I don’t think so:  we find stress having a similar impact with other expressions that are clearly binary constructions:
(15) Had he been happy despite being poor, I could easily have used him for the job; but he was completely insulated from all the typically adverse effects of poverty, so his poverty was no challenge to his happiness.
(16) If Bill, who is your friend, is applying for the job, I will see to it that he gets the offer; but of course if Bill is not your friend I will do no such thing.
In such cases, it seems that stress operates to strip the binary construction of its typically assertoric force, and to make the illocutionary force that attaches to the embedded clause penetrate all the way down to the binary construction.  So the acceptability of (13) and (14) is no objection to the thesis that the conjunctive adverb “therefore” is a binary construction.


I conclude that the conjunctive adverb “therefore” and the coordinating conjunction “so” are both binary constructions.  This fact can help us to understand certain kinds of ambiguity that arise when “therefore” and “so” are combined with propositional attitude verbs.  Let’s first note how other binary constructions can interact with propositional attitude verbs.  For instance:

(17) Herman expects that Bill, who is Jan’s friend, is coming to dinner tonight.

In (17), does the binary construction (viz., “who is Jan’s friend”) occur within or outside the scope of “expects”?  It may occur in either, but there is some preference for it to occur outside the scope of “expects”; if it were to occur within the scope of expects the asserter would probably have made this clear as follows:

(18) Herman expects that Bill, whom he takes to be Jan’s friend, is coming to dinner tonight.
But the preferred reading of (17) is one on which the asserter of (17) asserts that Bill is in fact Jan’s friend.  Analogously, there are two readings of:

(19) Herman believes that Bill is Jan’s friend and that he is therefore coming to dinner tonight.

With (19), we can disambiguate in either of the following two ways.  If (19) had been asserted by someone who knew that Jan had told Herman that she would bring her friend to dinner tonight, then (19) could be read as equivalent to:

(20) Herman believes that Bill is Jan’s friend and is, therefore, coming to dinner tonight.

If, however, (19) had been asserted by someone who knew that Herman is throwing a surprise dinner party for Bill and has made sure that everyone whom he took to be a friend of Bill’s will be there, then (19) could be read as:

(21) Herman believes that Bill is Jan’s friend; Bill is, therefore, coming to dinner tonight.

Just as the binary construction in (17) can occur within or outside the scope of “expects”, so too, “therefore” in (19) can occur within or outside the scope of “believes”.  “Therefore” presents the same ambiguity inside the scope of a propositional attitude verb as does the binary construction.
Now that we’ve seen that unstressed utterances of the form “therefore”, or of the coordinating conjunction “so”, communicate an additional propositional content, over and above the content p and q, we may wonder:  what is this additional propositional content communicated by “therefore” or “so”?  I spoke above of bravery being a “consequence” of someone’s being English.  But what precisely is meant here by “consequence”?  Is a sentence of the form “p and therefore q” is equivalent to:
“p and, because q is a logical consequence of p, q”

No.  To see this, consider the following pair:
(22) Herman thinks that James is an Englishman and therefore brave.

(23) Herman thinks that James is an Englishman, and because the conclusion that James is brave is a logical consequence of his being an Englishman, he is brave.
Now, either the binary construction in (22) is within the scope of “thinks” or it is not.  Let’s suppose that it is within the scope of “thinks”.  And let’s also suppose that Herman is logically careful enough that he does not falsely believe that the proposition that James is brave is a logical consequence of the proposition that James is an Englishman.  (Obviously, the conclusion that James is brave is not a logical consequence of the premise that he’s an Englishman, though there are, of course, further premises which, when conjoined with the premise that James is an Englishman, have as a logical consequence that James is brave.)  Even so, Herman might nonetheless think that James is an Englishman and therefore brave:  the relation involved in “therefore” need not be restricted to the logical consequence relation.  So, if the binary construction in (22) is within the scope of “thinks”, then someone could seriously and sincerely assert (22) without communicating what would be communicated by a serious and sincere assertion of (23).  What if the binary construction in (22) is not in the scope of “thinks”?  In that case, again, (22) cannot communicate the same thing as (23), for (we can suppose Herman is such that) we may be willing to seriously and sincerely assert (22), but unwilling to seriously and sincerely assert that James is brave is a logical consequence of James is an Englishman – since, of course, “James is brave” is not a logical consequence of “James is an Englishman”.  So “p and therefore q” cannot communicate the same thing as “p, and because q is a logical consequence of p, q”.

What about:
“p and, since p tends to make it true that q, q”

To see that “p and therefore q” does not communicate the same thing as “p and, since p tends to make it true that q, q”, compare (22) to:
(24) Herman thinks that James is an Englishman, and because his being an Englishman tends to make it true that he’s brave, he is brave.
Again, either the binary construction in (24) is within the scope of “thinks” or it is not.  Suppose that it is within the scope of “thinks”.  And suppose also that Herman believes that being an Englishman does not tend to make one brave, but rather the other way around:  bravery, he thinks, is a requirement of English citizenship.  Nonetheless, Herman might still think that James is an Englishman and therefore brave:  the relation involved in “therefore” need not be restricted to the relation of tending to make it true.  So, if the binary construction in (24) is within the scope of “thinks”, then someone could seriously and sincerely assert (22) without communicating what would be communicated by a serious and sincere assertion of (24).  What if the binary construction in (24) is not within the scope of “thinks”?  Then the same point holds once again, since someone may seriously and sincerely assert (22) without thereby communicating that James’s being an Englishman tends to make it true that James is brave.  So “p and therefore q” does not communicate the same thing as “p and, since p tends to make it true that q, q”.
What about:
“p and (inferring from p) q”

To see that “p and therefore q” does not communicate the same thing as this, compare the following:

(25) If he’s an Englishman and therefore brave, then I should be on my guard.

(26) If he’s an Englishman and (inferring from that) he’s brave, then I should be on my guard.
An assertion of (25) does not communicate that anyone makes any inference from the premise that he’s an Englishman.  But an assertion of (26) does communicate that someone is making such an inference.  So “p and therefore q” does not communicate the same thing as “p, and inferring from that, q”.  
What about:

“p and, since p is a reason to believe q, q”

To see that “p and therefore q” does not communicate the same thing as “p and, since p is a reason to believe q, q”, compare the following pair:

(27) Herman promised that he would be on time to the meeting and he will therefore leave home immediately.
(28) Herman promised that he would be on time to the meeting and, since his promising that he would be on time to the meeting is a reason to believe that he will leave home immediately, he will leave home immediately.

Clearly one could seriously and sincerely assert (27) without thereby communicating what would be communicated by seriously and sincerely asserting (28).  It’s possible for everything typically communicated by a serious and sincere assertion of (27) to be true even if Herman’s promising that he would be on time to the meeting is no reason at all to believe that Herman will leave immediately.  Herman might be infamous for not keeping his promises, and all parties to a conversation in which (27) is seriously and sincerely asserted might know this.  It’s just that, on this one extraordinary occasion, Herman is actually moved by his promise to leave home immediately:  in that case, (27) does not express a theoretical inference that the speaker of (27) is making, but rather reports a practical inference that Herman is making.
It’s proving difficult to spell out in other terms the propositional content communicated by the binary construction “therefore” as it occurs in “p and therefore q”.  What could this content be, and why is it so difficult to spell out?  As we will see in the next section, the reason that it’s so difficult to spell out this content is that the content does not specify a relation between the propositions p and q.  Rather, it specifies a relation between two acts or states of the agent:  one act or state related to the proposition p, and the other related to the proposition q.  Let’s spell this out in more detail.
(D) The Tools:  Discourse Deixis
To spell out my proposal, let me first introduce the notion of discourse deixis, which is deictic reference to something made salient by a portion of the discourse in which the speaker is engaged.
  Consider the following:

(29) I ate a big meal and then rode the roller coaster.  That was a bad idea.

(30) I ate a big meal and then rode the roller coaster.  That took about 2 hours.

(31) I ate a big meal and then rode the roller coaster.  That was hard to admit.

(32) I ate a big meal and then rode the roller coaster (spoken in a loud voice)!  That was how loud they were talking.

In (29), the deictic expression “that” refers to the idea of performing the series of acts mentioned in the first sentence.  In (30), the deictic expression “that” refers to the series of acts mentioned in the first sentence.  In (31), the deictic expression “that” refers to the admission made in the first sentence, namely, that I performed that series of acts.  In (32), the deictic expression “that” refers to the volume at which the preceding sentence was spoken.  In each case, the demonstrative expression “that” is used in discourse deixis:  its referent is determined by another part of the discourse.  More specifically, its referent is something that is made salient (at least in part) by the first sentence. 

Now that I’ve introduced the concept of discourse deixis, I can apply it to understanding the binary construction “therefore” in sentences of the form “p and therefore q”.  What I will do now is simply state and explain a thesis concerning the propositional content of the binary construction “therefore” in “p and therefore q”.  After I’ve stated and explained the thesis, I will defend it against objections.  And then, I will argue for it on the grounds that it helps us to understand a number of facts.

First, here is my thesis, formulated briefly and cryptically:  

The propositional content of the binary construction “therefore” in sentences of the form “p and therefore q” is of the form:  

Thatbecause<thatp,thatq>
Now, to explain this thesis, so formulated.  
The expression “thatq” above denotes an unpronounced, or hidden, discourse deictic element in “therefore”.  This deictic element refers to an object that is made salient in a particular context by the occurrence of the clause “q”.  That object could be something to which reference is made in “q”, or it could be the proposition that q, or it could be the proposition that “q” occurs in the discourse, or any number of other things made salient by the occurrence of the clause “q”.  
The expression “thatp” denotes a second hidden discourse deictic element in “therefore”.  This second deictic element refers to an object that is made salient in the context by the occurrence of the clause “p”.  Again, that object could be something to which reference is made in “p”, or it could be the proposition that p, or it could be the proposition that “p” occurs in the discourse, or any number of other things made slient by the occurrence of the clause “p”.  So “thatp” refers to an object that is made salient in the context by the occurrence of the clause “p”, and “thatq” refers to an object that is made salient in the context by the occurrence of the clause “q”.
Finally, the expression “thatbecause” denotes a third discourse deictic element in “therefore”.  This third deictic element refers to a contextually salient explanatory relation between the referents of “thatp” and of “thatq”.  When “therefore” is used to express or report an inference, it does so by virtue of the contextually salient explanatory relation being precisely the relation that Frege spoke of in describing inferring as believing a conclusion because one takes it to be justified by something.  It is, in other words, a relation that obtains between some conclusion that is justified, and something else – a reason – that makes it justified.  This is not the kind of relation that some epistemologists call “propositional justification”, which is a relation between a person and a proposition that the person is justified in believing, but rather a generalization of the relation that epistemologists call “doxastic justification”, which is a relation between a person’s belief and whatever makes that person’s belief justified.  We can generalize this relation by speaking of the justification (or justifiedness) of an intention or an action.  A person might be justified in performing an action or having a particular intention and yet still fail to perform that action or to have that intention.  But if an action is actually performed, or the intention is actually had, then we can ask whether that particular action or intention is itself justified, and, if so, what made it justified.  The latter is the practical analog of the doxastic justification relation, and so it is a version of the justification relation of which I mean to be speaking here.  The justification relation of which I mean to be speaking here is simply the relation between a justified conclusion – belief, action, intention – and its basis, which makes it justified.  And when “therefore” is used to express or report an inference, it does so because the contextually salient explanatory relation picked out by the third discourse deictic element in “therefore” is precisely this justification relation.
As with all demonstratives, the referents of “thatp”, “thatq”, and “thatbecause” vary from context to context.  To illustrate this contextual variation, let’s consider two situations in which I might truthfully assert 
(33) We all judge that the sentence you produced is ungrammatical and therefore it is ungrammatical.
In asserting (33), I might be communicating that the sentence is ungrammatical because we all judge it to be so.  (This seems to me to be the preferred reading of (33).)  In that case, thatp = our judging the sentence to be ungrammatical and thatq = the sentence’s being ungrammatical.  But there is another reading of (33):  I might still assert (33) in expressing my own inference from the premise that we all judge that the sentence is ungrammatical to the conclusion that it is ungrammatical.  In that case, thatp = my believing that we all judge the sentence to be ungrammatical, and thatq = my believing that the sentence is ungrammatical.  The two readings are distinct because the first reading implies that our judgments of ungrammaticality sometimes make it the case that a sentence is in fact ungrammatical, whereas the second reading does not imply this.

I have offered (33) as an example of a sentence of the form “p and therefore q”, in which the significance of “therefore” can vary between contexts in which that same sentence is used.  But very few sentences of the form “p and therefore q” provide examples of such contextual variation.  That is because, for most sentences of the form “p and therefore q”, there is only one pair of values for thatp and for thatq such that the contextually salient explanatory relation can be plausibly (never mind correctly) thought to obtain between them.  This is why sentences of the form “p and therefore q” do not usually have more than one plausible reading – and almost never have more than two readings – generated by different readings of “therefore”.

Of course, the user of the demonstrative elements that I’ve just been discussing need not know or even understand any of the facts just stated about those demonstrative elements or the referents they have in various contexts.  One can ostend a particular thing without knowing or understanding very much at all about the thing that one ostends.  So, as far as we’ve seen, the only non-logical concept that the comprehending user of the binary construction “therefore” must have is the concept because, and that is simply the concept of anything that answers a certain kind of “why?” question.  The content of the binary construction “therefore” seems so conceptually primitive because the only non-logical concept that is employed in its propositional content is this very thin concept:  that of an answer to a “why?” question. 
So, on the present view, to assert sentences of the form “p and therefore q” is to assert:  

p and q [Thatbecause<thatq,thatp>].  

One objection to our claim that an assertion of, say, “Herman thinks that it’s raining and therefore the streets are wet” ascribes a particular thought with any specific content to Herman is that it is not clear what it means to say that someone doubts, or denies, that it’s raining and therefore the streets are wet.  How can a content be thought if it cannot be doubted or denied?  In order to provide a reply to this objection, let’s first notice a couple of things:

In the account given above of “p and therefore q”, the material between the square brackets is the propositional content of a binary construction.  Therefore, this content can still be asserted even when the embedding sentence is not asserted.  And the demonstratives within that propositional content have wide scope.  In fact, there are very few expressions with wider scope than demonstratives.  We sometimes use negations that take wider scope than demonstratives.  For instance
(34) Is that sweater red?  Actually, no:  what we’re looking at is not a sweater, it’s your dinner.
In (34), “no” is a prosentence with the content:  it is not the case that that sweater is red, where the negation has wider scope than the demonstrative “that” in “that sweater is red”.  So occasionally, negations have even wider scope than demonstratives.  


There are also some contexts in which psychological verbs have wider scope than demonstratives.  Thus:
(35) Herman thinks that that sweater is red, but he’s wrong:  there’s no sweater there.

In (35), “thinks” has wider scope than the demonstrative “that” in “that sweater is red”.  But again, this is the exception rather than the rule; in general, demonstratives have widest scope.


So now let us ask:  why is it not clear what it means to say that someone doubts, or denies, that it’s raining and therefore the streets are wet?  We might initially be tempted to explain this unclarity by saying that it is because sentences of the form “S doubts (denies) that p and therefore q” suffer from scope ambiguity:  “therefore” may occur either within or outside the scope of “doubts” (or “denies”).  But the problem with this explanation is that even if it is made clear that “therefore” occurs within the scope of “doubts” (or “denies”) we still have a problem understanding a claim of the form “S doubts (denies) that p and therefore q”.  Why should the unclarity remain even once the scope ambiguity is resolved?  Notice that the same kind of unclarity attends sentences of the form “it is not the case that p and therefore q”.  My explanation is as follows.  If “therefore” contains hidden demonstratives, then those demonstratives will tend to take widest scope.  Even when “therefore” is within the scope of “believes” or “expects”, we still treat its hidden demonstrative elements as successfully referring.  But when “therefore” is within the scope of “doubts” or “denies”, or within the scope of a negation, it’s not clear that we can treat its hidden demonstrative elements as successfully referring:  what p-related thing or q-related thing is there for “therefore” to point to?  The lack of a clear answer to that question is what explains the unclarity in “Herman doubts (or denies) that it’s raining and therefore the streets are wet”, or in “it is not the case that it’s raining and therefore the streets are wet”.  

On the present view, the binary construction “therefore” actually contains three discourse deictic elements.  If any of these three elements is empty, “therefore” fails to possess a propositional content.
  Therefore, for a sentence of the form “p and therefore q” to have a truth-value, there must indeed be two contextually salient things related by a contextually salient explanatory relation.

With all this machinery about “therefore” in the background, I can now work my way towards stating my account of inference.  I do that in the following section.  
(E) The Account:  The Nature of Inference
In order to state my account of the nature of inference, I would now like to consider a special case of “p and therefore q”.  Recall that assertion of “p and therefore q” asserts the following:

p and q [Thatbecause<thatq,thatp>] 
I can now state my account of the nature of inference, which I call the “Judgment Account of Inference”:

Judgment Account of Inference:  

S infers q from p 
= 
S judges:  p and therefore q (where the contextually salient explanatory relation is the relation of doxastic justification, or its practical analog)
To infer a conclusion from a premise is, in short, to make a judgment of the form:

Premise, and therefore Conclusion

It follows from the Judgment Account of Inference that every inference is simply a judgment with a certain kind of content.  This feature of the Judgment Account of Inference will strike most philosophers as preposterous:  how could inferences simply be judgments?  If they are simply judgments, then how do ever get from one belief to another in our thinking?  Wouldn’t all judgments be, as it were, loose and disconnected on this view?  Isn’t an account of inference supposed to answer the question of what’s involved in getting from one belief to another in that distinctively inferencey way?
I offer the following response to this objection.  S’s making a judgment of the relevant form involves S’s judging that the referent of “thatp” bears the justificatory relation to the referent of “thatq”.  If S’s judgment is true, then the justificatory relation really does obtain between them, and then the two things are not loose and disconnected:  one of them is justified (not propositionally, but doxastically) by the other, and whatever causal relation is involved in doxastic justification must therefore obtain between the two.  Of course, if S’s judgment is not true, then this need not be the case – but in that case, S’s inference is erroneous, and she is unsuccessfully attempting to link up in judgment two things that really are loose and disconnected, independently of her efforts at linking them.
Notice, by the way, that for an inference to specify a justificatory relation, it is not required that the justificatory relation, or its relata, obtain before the inference.  Some things can be ostended at the very moment that they come into existence.  For instance, at the very moment that I begin to feel itchy, I might ostend that itchy feeling.  (“There’s that itchy feeling again!”)  Similarly, for me to infer q from p on the Judgment Account of Inference, it is not necessary that I believe that q, or that I believe that p, before making the inference.  I might form those beliefs at the very same moment that I make the inference, and thereby ostend those beliefs and become aware of the justificatory relation between them.

But we might still wonder:  by identifying inferences as judgments concerning the obtaining of the justificatory-causal relation, have we not simply swept the interesting features of inferences under the rug, so to speak, of the justificatory-causal relation?  Doesn’t the problem of the deviant causal chain arise not simply for inference, but the justificatory-causal relation itself?  This suspicion is correct, but all I can do here is report the conclusion that I have drawn elsewhere
 on the basis of other considerations:

The causal relation between an agent S’s two states or acts A and B is a justificatory-causal relation just in case:

(i) there is a single time t at which both A and B occur (or obtain)

(ii) at t, S can know, by reflection alone, that B (the justified) occurs (or obtains) because of A (the justifier)

(iii)  the causal relation between B and A obtains by virtue of (ii)

Plugging this account of the justificatory-causal relation into the Judgment Account of Inference, we solve the deviant causal chain problem for inference.  

With this general account of inference in mind, we can now distinguish theoretical and practical inferences.  Consider the special case in which the output value of thatp is someone’s belief that p, and the output value of thatq is that very same person’s belief that q.  Let’s call that special case of “p and therefore q” the BEL case.  If a subject S asserts “p and therefore q”, and the value of thatp in this assertion is S’s belief that p, and the value of thatq in this assertion is S’s belief that q, then I will say that S asserts:  p and therefore q (BEL).  If S makes a judgment that she can sincerely and precisely express by asserting:  p and therefore q (BEL), then I will say that S judges:  p and therefore q (BEL).

Having introduced this terminology, I can now state my account of the nature of theoretical inference:

Judgment Account of Theoretical Inference:  

S infers q from p 
= 
S judges:  p and therefore q (BEL)
We can devise completely analogous account of practical inference as cases in which the output value of thatq is the agent’s making it the case that q, or intending to make it the case that q.  


Given these accounts of Theoretical and Practical Inference, we can now see that our sentence above

(27) Herman promised that he would be on time to the meeting and therefore he will leave home immediately

contains an ambiguity.  On one reading, it expresses a theoretical inference:  the asserter of (27) infers from the premise that Herman promised to the conclusion that he left immediately.  On another reading, (27) does not express an inference but rather reports one.  Specifically, it reports a practical inference in which Herman decides to leave immediately for the reason that he promised that he would do so.  Since the latter reading, but not the former, is equivalent to 

(28) Herman promised that he would be on time to the meeting and, since his promising that he would be on time to the meeting is a reason to believe that he will leave home immediately, he will leave home immediately

we found that (28) does not always give a correct reading of (27).
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�  This is very similar, if not identical, to the mental act that Harman 1986 calls a “reasoned change in view”.  For Harman, the conclusion of a reasoned change in view can be an intention.  I do not know if the ordinary use of “infer” applies to such cases, but for my purposes it doesn’t matter:  towards the end of this paper, I show how the present account of inference can be extended to cover so-called “practical” inference, i.e., inference the conclusion of which is an action, or an intention.


�  Since Wedgwood 2007 effectively criticizes the views of inference put forward in Longino 1978, Tolliver 1982, and Audi 1993, I will not devote any space in this already too-long paper to criticizing those earlier views.


� See Bach 1999 for an argument against this Gricean view.  The source of the Gricean view is Grice 1989.  That view has been challenged by a number of recent writers.  Rieber 1997 treats the alleged devices of conventional implicature as performatives, Sperber and Wilson 1993 treat them as prompts to the audience to employ a particular procedure in comprehending the utterance in which they are contained, and Bach 1999 treats them as asserting a propositional content of their own.  My sympathies (like those of Higginbotham, I suspect) lie with Bach’s view, though the arguments of this paper can be recast in the terms of any of the competitor views that I have mentioned above.


�  I will henceforth speak as if such occurrences involve assertion, but nothing in my argument hangs on this.


�  See Lyons 1977, 667 – 8 and Levinson 1983, 62 – 3 for brief introductions to discourse deixis.


�  Rather than positing context-sensitivity in “therefore” should we then say that “therefore” is ambiguous?  The claim that “therefore” is ambiguous would have to be substantiated by appeal to some test for ambiguity (e.g., the zeugma test), and I do not see any substantiation for it.


�  Some prominent philosophers of language (e.g., Searle 1983) do not accept the view that demonstrative contents require the existence of their demonstratum.  Even if I were to grant their point that, in general, demonstrative contents do not require the existence of their demonstratum, I would not grant that this general point holds of “therefore” contents.  These contents do, I claim, require the existence of their demonstrata.


�  See my “Inference as Judgment” (forthcoming) in Goldberg, ed.


�  Thanks to William Lycan, John MacFarlane, Kieran Setiya, and Lionel Shapiro for comments and discussion. 
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