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Safety and Epistemic Luck

ABSTRACT. There is some consensus that for S to know that P, it cannot be merely a matter of luck that S’s belief that P is true. This consideration has led Duncan Pritchard and others to propose a safety condition on knowledge. In this paper, we argue that the safety condition is not a proper formulation of the intuition that knowledge excludes luck. We suggest an alternative proposal in the same spirit as safety, and find it lacking as well.
1.  Introduction

We believe that the capital of Indonesia is Jakarta. Indeed, we know that the capital of Indonesia is Jakarta. And so it’s not a mere matter of luck that our belief about Indonesia is true. 

The last inference is truth-preserving if:

(ANTI-LUCK) If S knows that p, then it’s not a mere matter of luck that S’s belief (that p) is true.  

Now, why should we believe that ANTI-LUCK is true?  There are at least two (closely related) reasons.

First, consider Edmund Gettier’s (1963) counterexamples to the view that having a justified true belief that p suffices for knowing that p.

Case 1. Smith has a justified, but false, belief that Jones is the man who will get the job and Jones has ten coins in his pocket. Smith validly infers from this, and so justifiably believes, that the man who will get the job has ten coins in his pocket. But that latter belief is not merely justified but also true, for (unbeknownst to Smith) Smith will get the job, and Smith has ten coins in his pocket.

Case 2. Smith has a justified, but false, belief that Jones owns a Ford. He validly infers from this, and so justifiably believes, that either Jones owns a Ford or Brown is in Barcelona. But that latter belief is not merely justified but also true, for (unbeknownst to Smith) Brown is in Barcelona.

The reason, it seems, that Gettier cases are not cases of knowledge is that, with respect to each of the justified true beliefs in those cases, it is a mere matter of luck that the belief is true. In case 1, it is a mere matter of luck that Smith’s justified belief (that the man who will get the job has ten coins in his pocket) is true. In case 2, it is a mere matter of luck that Smith’s justified belief (that either Jones owns a Ford or Brown is in Barcelona) is true. One reason to accept ANTI-LUCK, then, is that it seems to provide a plausible general explanation of why the Gettier cases are not cases of knowledge.

There is a second, closely related reason to accept ANTI-LUCK. Linda Zagzebski (1999) develops a formula for generating cases of fallibly justified true belief that are not cases of knowledge. The formula goes as follows: consider a subject S who believes that p. Now, imagine a situation in which S’s belief that p is justified, but nonetheless false. (So long as the justification for S’s belief that p is fallible, such a situation is possible.) Call that situation A. Now imagine a situation just like A, except that, as a result of some bizarre accident unknown to S, S’s belief that p is true. The latter situation is one in which S has a justified true belief that p, but nonetheless fails to know that p. Her justified true belief is true only as a matter of luck. A second reason to accept ANTI-LUCK is that it seems to provide a good explanation of why Zagzebski’s formula works(i.e., why it is that all the cases that fit the profile that Zagzebski describes are not cases of knowledge. Some philosophers would say that this second reason to accept ANTI-LUCK is really no different from the first reason, since the cases that are generated by Zagzebski’s formula are all and only the Gettier cases. But this view is not universally accepted. In order to remain neutral on this disputed issue, we speak of Gettier cases and of Zagzebski cases, leaving it open whether or not these are the same category. 

We should issue a qualification to what we have said so far. We have said that Gettier cases and Zagzebski cases are not cases of knowledge. But this is not necessarily precisely true. It’s possible for a person S to have a Gettiered justified true belief that p, and simultaneously to know that p. For instance, in Gettier case 1 above, suppose that, right after forming his belief that the man who will get the job has ten coins in his pocket, Smith is then told by an informant whom Smith knows to be trustworthy, and who happens to know what Smith has in his pocket, “Well, Smith, I know who’s going to get the job, and I am not at liberty to tell you who it is. But I can assure you of this much: the man who will get the job has ten coins in his pocket.” In this case, it may be that Smith acquires knowledge that the man who will get the job has ten coins in his pocket. And Smith, we may suppose, also retains his previously held justified true belief that the man who will get the job has ten coins in his pocket. But the latter justified true belief is not what gives Smith knowledge(it’s the reliable informant’s testimony that gives Smith knowledge. Henceforth, when we say that a Gettier case or a Zagzebski case is “not a case of knowledge” or that it is a case in which there is a “failure of knowledge”, what we will mean is just that it is a case of someone’s holding a justified true belief that p in such a way that does not suffice for knowing that p. We do not mean to suggest that Gettier cases and Zagzebski cases are cases in which the person who holds a justified true belief that p also fails to know that p. The person might, in these cases, also know that p, but their knowing that p would be an independent feature of the cases. We will not be interested in that feature of the cases. Rather, we’ll be interested in Gettier cases and Zagzebski cases as cases that involve someone’s holding a justified true belief that p, and holding that belief in such a way that it does not suffice for the person to know that p (whether or not the person also happens to know that p). Whatever this way is of holding such a justified true belief, the Gettier cases and the Zagzebski cases suggest that it involves some sort of luck. We will henceforth speak of the kind of “epistemic luck” involved in such cases as luck that is “incompatible” with knowledge, but again this just means: the kind of luck that’s involving in holding a justified true belief that p in such a way that it does not suffice for knowing that p (whether or not the believer also happens to know that p).


Gettier cases and Zagzebski cases tell in favour of ANTI-LUCK. And virtually all epistemologists do, in fact, accept ANTI-LUCK. The controversial issue therefore is not whether ANTI-LUCK is true. The controversial issue is rather how to specify the kind of luck that is, according to ANTI-LUCK, ruled out by knowing. Precisely what truth is there, or what truths are there, to be expressed by ANTI-LUCK? This is the central question of Duncan Pritchard’s (2005) recent book Epistemic Luck. Pritchard recognizes that there is wide consensus among epistemologists that ANTI-LUCK is true. But he wants to give an informative account of what luck is in general, and what ANTI-LUCK amounts to specifically. He wants to specify the kind of luck that is incompatible with knowledge. These are big tasks, and Pritchard’s book makes large strides in the execution of these tasks.   

Nonetheless, we shall argue that some of Pritchard’s biggest strides are in the wrong direction. More specifically, Pritchard’s account of epistemic luck fails to identify the kind of luck that is incompatible with knowledge, and so fails to identify the truth(s) that are expressed by ANTI-LUCK. We propose some friendly amendments to Pritchard’s account in order to handle the counterexamples that we propose to his account. But we then argue that the resulting account, even so amended, still faces serious difficulties.

2.  Pritchard on What Kind of Luck is Incompatible with Knowledge

On Pritchard’s account, there is at least one kind of luck which is incompatible with knowledge, and there might also be a second kind. The former kind of luck is what Pritchard calls “veritic luck”. If a believer knows that p, then in nearly all, if not all, nearby possible worlds in which the believer forms the belief that p in the same way as she does in the actual world, that belief is true (163). A true belief that p which fails to satisfy this “anti-veritic luck” condition suffers from veritic luck, and such a defect suffices for a failure of knowledge that p. (More precisely, a veritically lucky justified true belief that p does not suffice for knowledge that p. But, in keeping with the qualification that we issued in the preceding section, it’s possible for a subject to hold a veritically lucky justified true belief that p, and also(in some different way(know that p.) Gettier cases and Zagzebski cases are cases in which a justified true belief fails to satisfy this anti-veritic luck condition (156)(in each such case, there are many nearby worlds in which the believer forms the justified true belief, and forms it in the same way that he forms it in the actual world, yet the belief is false. That is why Gettier cases and Zagzebski cases are not cases of knowledge. 

Many philosophers have attempted to explain the failure of knowledge in various such cases by appeal to the “sensitivity” condition on knowledge propounded by Fred Dretske (1971) and Robert Nozick (1981), but Pritchard argues at length (and in our view successfully) that the sensitivity condition on knowledge is not successful in explaining the failure of knowledge in some Gettier-style and Zagzebski-style cases.


A second kind of luck which may be (or may not be(Pritchard doesn’t decide one way or the other) incompatible with knowledge is reflective luck. According to the anti-reflective luck condition on knowledge, an agent does not have knowledge if, “[g]iven only what the agent is able to know by reflection alone, it is a matter of luck that her belief is true” (175). Again, this is to be interpreted in terms of possible worlds: One has reflective luck when one’s true belief “fails to match the truth across a wide range of the relevant nearest possible worlds where these worlds are ordered in a non-standard way solely in terms of what the agent is able to know by reflection alone in the actual world” (ibid.). Though Pritchard does not give extensive details about the non-standard ordering of possible worlds that he has in mind here(the ordering that is supposed to be somehow induced by similarity of truths that are reflectively known, or knowable, by the subject(he does provide some examples to clarify the idea. Consider two chicken-sexers. The naïve chicken-sexer is able reliably to discern the sex of chickens upon prompting, but is unaware that she has that capacity. The enlightened chicken-sexer both has that capacity and is reflectively aware of having the capacity. According to Pritchard, because the naïve chicken-sexer is not aware by reflection that she has this ability, we should, on this non-standard “reflective” ordering of worlds, count the possible worlds in which she lacks the ability as near to the actual world. Because she often is wrong about the sex of the chickens in many of those nearby worlds, her true belief concerning the sex of the chick is reflectively lucky. If knowledge requires the absence of reflective luck, then she does not know the sex of particular chicks in this world.

A true belief is safe if and only if it is not true by veritic luck. In other words, a true belief is safe just in case the same belief, formed in the same way, is true in all, or nearly all, nearby worlds. On Pritchard’s account, safety is a necessary condition on knowledge, and Pritchard attempts to support this claim by arguing that the reason that the true beliefs described in Gettier cases and in Zagzebski cases are not cases of knowledge is that they are not safe. For Pritchard, the safety condition(which is just the anti-veritic luck condition(is what explains the failures of knowledge in Gettier cases and Zagzebski cases. 

Nonetheless, as we will argue in the next section, there are cases of knowledge-failure just like the Gettier cases and the Zagzebski cases, in which the safety condition is satisfied. Safe justified true belief does not suffice for knowledge (a fortiori, safe true belief does not suffice for knowledge). Indeed, we will eventually argue for the even stronger conclusion that a justified true belief can be immune both to veritic luck and to reflective luck, and still not suffice for knowledge. Knowledge can be absent in Gettier cases and Zagzebski cases even when one’s justified true belief is neither veritically nor reflectively lucky. 

Is safety even a necessary condition for knowledge? The arguments that we offer in the next two sections do not show that safety is not necessary for knowledge,
 but they do undermine Pritchard’s reason for claiming that safety is necessary for knowledge: namely, that failure of safety is what explains failure of knowledge in Gettier cases and Zagzebski cases. So, on the basis of the following arguments, we can also conclude that there is as yet no reason to think that safety is necessary for knowledge. Now, if safety is neither a necessary condition for knowledge, nor explanatory of the failures of knowledge in Gettier cases and Zagzebski cases, then it is quite unclear what role safety should have in an account of epistemic luck. And if neither veritic luck nor reflective luck are explanatory of the failures of knowledge in Gettier cases and Zagzebski cases, then it is unclear what role these forms of luck should have in any theory of knowledge. 

3.  Can We Explain Failures of Knowledge by Appeal to Veritic Luck?

We might begin to argue for a negative answer to this question by considering the following example. Maya believes on good evidence that Jones owns a Ford. She uses disjunction-introduction to form the belief that either Jones owns a Ford or the cube root of 1728 is 12. Let’s suppose that it is not known to her that the second disjunct is true(she has no belief on the matter whatsoever. As it turns out, Jones was lying about her car and she does not own a Ford. But, the belief that either Jones owns a Ford or the cube root of 1728 is 12 is true in all nearby worlds in which Maya forms the belief in the same way(indeed, it is true in all possible worlds, because the second disjunct is true in all possible worlds. Nonetheless, Maya does not know the disjunction to be true.


Now, Pritchard anticipates counterexamples like this, and he is careful to confine his account of knowledge to knowledge of contingent truths. But whether the knowledge in question is knowledge of necessary or of contingent seems not to play any relevant role in these cases. Consider another example: Naira believes that Jones owns a Ford, and so she uses disjunction-introduction to infer, and so comes to believe, that either Jones owns a Ford or Brown will not win a Grammy award. As it turns out, Brown is not even a musician and has nowhere near the skills needed to win a Grammy, so the second disjunct is true. Indeed, we may suppose that Brown is so lacking in even the most rudimentary musical ability that the second disjunct is true in nearly all, if not all, nearby possible worlds in which Naira forms her belief in the same way (namely, by disjunction-introduction). However, as in the first case, Naira has never given any thought to whether Brown can, or will, win a Grammy, and she does not believe the second disjunct to be true, or perhaps Naira is mistakenly convinced that Brown will win a Grammy(perhaps she overheard someone assert “Braun will win a Grammy”, and she mistook the person to be talking about Brown. Even when it turns out that Brown does not win that Grammy, still Naira failed to know that Jones owns a Ford or Brown will not win a Grammy. And she failed to know this even though in nearly all, if not all, the nearby possible worlds in which Naira forms the belief in the same way, the belief is true, for in nearly all, if not all, of those worlds, Brown will not win a Grammy.


The examples of Maya and of Naira, when considered together, indicate that in at least some types of cases, whether a belief is contingent (as in the case of Brown’s failure to win a Grammy) or necessary (as in the mathematical case) plays little or no role in determining whether the belief suffices for knowledge. Rather, it appears that the reason why both Maya and Naira fail to know is that the truth of their respective beliefs does not connect in the right way to their evidence: the safety of their true beliefs is irrelevant.


The cases of Maya and of Naira are cases in which a subject has a safe true belief(indeed, a justified safe true belief(but fails to have knowledge. We may construct more such cases by elaborating on the original Gettier cases. For instance, Orenda believes on good evidence that Jones owns a Ford, and forms the belief that Jones owns a Ford or Brown is in Barcelona. As in the original Gettier case, the belief is justified and true but Orenda does not have knowledge: Jones does not own a Ford but Brown is indeed in Barcelona, unbeknownst to Orenda. But let’s also assume that it is no mere accident that Brown is in Barcelona: Brown is so constituted (psychologically, financially, and otherwise) that he would only leave Barcelona in the strangest of circumstances. (We may suppose that Orenda and Brown know each other through an internet chat room, and Brown never gives Orenda any information regarding his location.) In nearly all if not all nearby possible worlds, Orenda’s belief is true, but she does not have knowledge.


Indeed, we can imagine a whole range of cases in which it is more or less accidental that Brown is in Barcelona.  In some cases, it is the merest accident that Brown is in Barcelona, and so there are many nearby possible worlds in which Brown is not in Barcelona. In other cases, it is not at all accidental that Brown is in Barcelona, and so there are few or no nearby possible worlds in which Brown is not in Barcelona (as in the case we described just above). We can measure the veritic luckiness of the truth of Orenda’s belief in terms of the range or the proportion of nearby possible worlds in which that same belief, formed in that same way, is not true. But when we survey this range of cases, it seems that Orenda simply lacks knowledge in all such cases. The veritic luckiness of her belief’s truth(so understood(is simply irrelevant to whether she has knowledge. 


In all of these cases, the believer fails to have knowledge despite having a belief that is true, safe, and justified. So this gives good reason to doubt that the best explanation of failures of knowledge in Gettier and Zagzebski is by appeal to the veritic luck present in such cases. 

4. Can We Explain Failures of Knowledge by Appeal to Reflective Luck?

Though Pritchard attempts to explain the failures of knowledge in Gettier cases and in Zagzebski cases by claiming that those cases involve veritic luck, perhaps he should have instead attempted to explain failures of knowledge in those cases by claiming that they involve reflective luck. This proposal might give the right verdicts about the cases we discussed in the preceding section. For instance, let’s consider what it is that Orenda knows by reflection, and now stipulate that all of the worlds near to the actual world are worlds in which what Orenda knows by reflection remains true. Now, are there any of those nearby worlds in which Jones owns a Ford or Brown is in Barcelona is not true? Given that Orenda does not know anything about Brown’s whereabouts, perhaps Brown is not in Barcelona in many of those nearby worlds. Again, given that Orenda cannot know by reflection that Jones owns a Ford, perhaps Jones does not own a Ford in many of those nearby worlds. So, although Orenda’s belief that Jones owns a Ford or Brown is in Barcelona does not suffer from veritic luck, it may nonetheless suffer from reflective luck, and perhaps this is what explains why it is that Orenda fails to know that Jones owns a Ford or Brown is in Barcelona. Should Pritchard therefore explain the failures of knowledge in Gettier cases and in Zagzebski cases by appeal to reflective luck?


There is reason to think not. It seems that there are other cases in which a justified true belief is neither veritically lucky nor reflectively lucky, and yet the believer still fails to know. Pilar’s first-grade teacher is normally reliable but as an April Fool’s joke has decided to teach his students that humans do not have brains. However, during class, the teacher accidentally says that human beings do have brains. Pilar believes, on the basis of the instruction that she’s received in class, that human beings have brains. From the general claim that human beings have brains, Pilar infers that she has a brain. Her belief is true, and reasonably well justified (she did, after all, hear her teacher tell her this, and, we’re supposing, she’s never had any reason to distrust her teacher).
 Her belief is also not veritically lucky, for there are hardly any (if any) nearby possible worlds in which she believes that she has a brain, but she does not have a brain. So she has a safe justified true belief that is not sufficient for knowledge. Is her belief reflectively lucky? 

Well, it may seem that it is, for there is nothing that Pilar knows by reflection alone that rules out the possibility that she does not have a brain, and so it seems that there will be plenty of worlds that qualify as “nearby” on the reflective ordering (we’ll call them “reflectively nearby worlds”), and in which Pilar forms her belief in the same way but it is not true. 

But is this last inference a good one? Does it follow from the fact that there is a possible world consistent with everything Pilar knows by reflection alone (call it a “reflectively possible world”) in which Pilar forms her belief in the same way but it is not true, that there are plenty of reflectively nearby worlds in which Pilar forms her belief in the same way but it is not true? If that inference is valid, then a true belief avoids reflective luck only if it is reflectively infallible(i.e., only if there is no reflectively possible world in which the belief is formed in the same way but is not true. If that is the case, then avoiding reflective luck requires reflective infallibility. It requires that there is no possible world in which what the believer knows by reflection alone is true, and in which the believer forms her belief in the same way but it is not true. Now, although it so happens that one of us supports an account of knowledge on which knowledge requires reflective infallibility,
 this is clearly not an account that Pritchard accepts, or is in a position to accept. If he were to accept this infallibilist account of knowledge, then there would of course be no need for him to talk of “nearby” worlds at all in his definition of “reflective luck”. 


So even if there are some reflectively possible worlds in which Pilar does not have a brain, but in which she nonetheless forms her belief that she has a brain in the same way as she does in the actual world, it does not follow from this that there are many, or even any, reflectively nearby worlds like this. Whether or not there are any reflectively nearby worlds like this depends upon what fixes similarity among reflectively possible worlds. As we’ve just argued, some reflectively possible worlds must be nearer than others, if reflective luck is not simply to collapse into reflectively fallibility. And so something must make it the case that some reflectively possible worlds are nearer than others: similarity among worlds is not a brute fact. So what is it that makes it the case that some reflectively possible worlds are nearer than others? Pritchard doesn’t tell us, and we don’t see any basis for speculation. But whatever it is that fixes such similarity relations among reflectively possible worlds, we see no reason why our example of Pilar couldn’t be adjusted so as to make it the case that all reflectively possible worlds in which Pilar forms her belief in the same way are worlds in which the belief is true. For example, if similarity among reflectively possible worlds is fixed largely by sameness in the laws of nature governing those worlds, then there will be very few if any reflectively nearby worlds in which Pilar forms her belief in the same way that she does in the actual world, and in which that belief is not true. That’s because the laws of nature would have to be very different indeed if Pilar were to form her belief that she has a brain, without her having a brain. If similarity among reflectively possible worlds is fixed largely by sameness in the occurrent facts of those worlds, then again there will be very few if any reflectively nearby worlds in which Pilar forms her belief in the same way that she does in the actual world, and in which that belief is not true. That’s because the occurrent facts would have to be very different if Pilar were to form her belief that she has a brain, without her having a brain.  

5. An Alternative Account of the Kind of Luck Excluded by Knowledge

In all of the examples above, the believer fails to know, even though there are few, if any, nearby possible worlds in which the belief is formed in the same way but is not true. So these examples suggest that Pritchard fails to specify the kind or kinds of luck that are incompatible with knowledge. But these examples do not tell against ANTI-LUCK: they do not demonstrate that luck is compatible with knowledge. What the examples indicate is that it can be a matter of luck that a believer’s belief is true even when the belief is true in all or nearly all nearby possible worlds in which she forms the belief in the same way. So how should we understand the kind of luck that is incompatible with knowledge? We’d now like to consider an alternative account of the kind of luck that is excluded by knowledge(an account that is similar in spirit to Pritchard’s account but avoids the kinds of counterexamples that we’ve discussed so far. We’ll argue that it also fails.

To motivate the account, consider the following example: A digital thermometer, measuring degrees Celsius in whole numbers, is on the outside of a box in a physics laboratory, and is supposed to indicate the temperature inside the box. There are two highly volatile substances in the box, one of which would violently explode if the temperature were to exceed 50.01°C, the other of which would violently explode if the temperature were to drop below 49.99°C. The box is designed for just this purpose, and indeed it does maintain a constant temperature of almost exactly 50°C at all times. However, the thermometer is broken, and displays random numbers. Sakari, who knows that such thermometers normally indicate the temperature inside the box, but does not know that this thermometer is broken or that this box must be kept 50°C if it is to remain intact, walks by the box when the thermometer just happens to read 50°C and forms the justified true belief that the temperature inside the box is 50°C.

This example is designed to be an inverted form of Bertrand Russell’s stopped clock example.
 In Russell’s example, time keeps moving along, but the clock does not, and it is just by luck that when the believer looks at the clock, the actual time is the same as the time displayed by the clock. In the thermometer example, the thing measured, the temperature, remains steady, but the measuring device keeps moving. Just as one does not know by looking at a stopped clock what the time is, even when the clock happens to read the correct time, so too one does not know by looking at an erratic thermometer what the temperature is, even when the temperature remains fixed and the thermometer happens to indicate the correct temperature.

As in the rest of the cases we have given, there are no nearby worlds in which Sakari forms her belief in the way that she does (i.e., by looking at the thermometer) but the belief in question is not true. There is no nearby possible world in which the thermometer is intact and the temperature inside the box is other than 50°C. Nonetheless, Sakari doesn’t know that the temperature is 50°C, and that is because it is (in some way that we have not yet specified) lucky that Sakari’s belief is true. In what way is it lucky that Sakari’s belief is true? Notice that there are nearby possible worlds in which Sakari forms a different, and untrue, belief about the temperature. We’d like to consider the proposal that the reason why Sakari fails to have knowledge is not because her actual belief could have easily been false, but that it could have easily been the case that Sakari formed a relevantly similar belief which is not true. One would of course need some account of what sort of similarity is relevant here, and it is not obvious how to give such an account. But, depending upon how this was done, the present approach might avoid the various counterexamples to Pritchard’s account. For in each of the counterexamples given, even though the very belief in question could not have easily been formed in the same way and yet not be true, each believer could quite easily have formed a similar belief which was not true.

It might be supposed that Pritchard’s account only needs slight modification. Rather than claiming that for a believer to have knowledge that p, in all (or nearly all) nearby worlds in which the believer forms a belief that p in the same way, p is true, it might be claimed that for a believer to have knowledge that p, in all (or nearly all) nearby worlds in which the believer forms a belief as to whether p in the same way, the belief is true. For one to have knowledge on this account, there can be no (or few) nearby worlds in which one forms (in the same way as in the actual world) a false belief that p or a false belief that not-p. Indeed, that one cannot form a false belief that not-p does handle many of these cases(for example, if the thermometer had read 60°C rather than 50°C, Sakari would have believed that it was 60°C and would have at least had a false tacit belief in the claim that it is not 50°C in the box. However, not-p is just one of a large number of propositions that are relevantly similar to p such that, if one is to know any of those propositions to be true, then there are no (or few) nearby worlds in which one forms a false belief in one of those relevantly similar propositions, and forms that belief in the same way as one does in the actual world. There are other examples which show that consideration of the relevantly similar beliefs must not be limited to the negation of the proposition in question. For example, let’s say that the thermometer is actually correct and is accurately measuring the temperature inside the box. But, the thermometer is just a portion of a combination temperature/pressure/volume/mass/time gauge the display of which cycles through all the different measures, and, as it happens, all the other indicators aside from the temperature indicator are haywire. Had Sakari looked a moment later, it would have displayed a radically wrong pressure reading. So, she doesn’t know that the temperature is 50°C, even though there are no (or few) nearby worlds in which she has a false belief about whether it is 50°C in there. It is because there are (more than a few) nearby worlds in which she has a false belief concerning the pressure or the mass or the volume that she does not know the temperature in the box.

The analysis using the notion of a relevantly similar belief can be extended to barn façade cases. In his discussion of barn cases (161-2), Pritchard fails to distinguish between two possible reasons why Henry might fail to know that there’s a barn before him when he sees an actual barn in barn façade country. One case in which Henry would fail to have knowledge of a barn-related proposition is when Henry forms a belief(say, that there is a barn on the highest hill in the country(and in many nearby possible worlds, that belief is false because there could easily have been a barn façade, and not a real barn, on that hill. A second kind of case in which Henry would fail to have knowledge of a barn-related proposition is a case in which Henry forms a belief(say, that that thing (pointing to a particular object) is a barn(and although there are plenty of barn façades around, there are no nearby possible worlds in which the particular object at which Henry is actually pointing is a barn façade. (We may suppose that the object is essentially a barn. To turn it into a façade would be to destroy it.) Hence, there are no nearby possible worlds in which Henry’s actual de re belief is false. But, there are nearby possible worlds in which Henry forms a belief that is distinct from, but relevantly similar to, his actual de re belief, and that relevantly similar belief is false, because he is looking at a different object which is a barn façade. While the former case fits with Pritchard’s analysis quite well, the second does not. 

To see that an analysis of knowledge that handles the second kind of case is needed, we can simply stipulate some additional features of this barn façade case. For example, we can stipulate that no one would ever build a barn-façade on the highest hill in a region (because, say, anyone could see from behind it that it is not a barn). Barn façades are only built on non-highest hills in an area. So, Henry’s belief that there is a barn on top of the highest hill in the area would satisfy the safety condition, but still would not be a case of knowledge.
 A better explanation of why Henry fails to have knowledge that there is a barn on the highest hill in the area is that Henry could have easily formed a different but relevantly similar belief(for example, that there is a barn on the second-highest hill in the area(and that belief is false. 

However, it may already be apparent what problems there are with this kind of account. Suppose that Henry is absolutely determined to stop only in front of the highest hill in the area, and also that the highest hill in an area never gets a façade built on it because of the considerations given above. In that case, there is no variability in nearby possible worlds concerning the truth, or the content, of Henry’s belief. Does Henry in this case know that he is looking at a barn? On the present account, Henry does know it, because there are no nearby possible worlds in which he has the same or a relevantly similar false belief. But this seems wrong: it seems that Henry does not know that he is looking at a barn. Of course in such a complicated case, intuitions can be fuzzy.

Perhaps one reason why intuitions about the case may be fuzzy is that we might suppose that there are nearby possible worlds in which there is no policy of never building a façade on the highest hill in an area, or that there are nearby possible worlds in which Henry is not so fixated on stopping in front of the highest hill in the area. If these possible worlds are nearby, then the kind of safety account we are suggesting might be vindicated. However, it is not obvious how to determine the proximity of such possible worlds, and that difficulty may be an insurmountable obstacle. Much more can be said on this point, but it does appear that this is a problem for the use of possible-world thought experiments in epistemology generally, and not a particular problem that only the kind of account we are presently considering must face. In criticizing reliabilism (190-191), Pritchard gives an example in which there is a benevolent demon who ensures that the process in which a believer forms a belief reliably produces true beliefs, even when the individual is committing the Gambler’s Fallacy. But just as a helpful demon can make a believer’s beliefs reliable, a helpful demon can also make a believer’s beliefs true in all or nearly all nearby possible worlds.

6. Conclusion

We have argued that Pritchard’s account of luck does not satisfy the needs which inspired it, and the revised account we have given, using a notion of relevantly similar beliefs, seems to face some serious difficulties as well. Such difficulties seem to attend any attempt to explain what knowledge is in terms of what is true across various possible worlds. We are not optimistic concerning the prospects of any such attempt. Although we accept that ANTI-LUCK is true, it is not clear to us that an account of its truth can be given in such terms.
 

NOTES

�  This point was made in Unger (1968).


�  But see Neta and Rohrbaugh (2004) and Comesaña (forthcoming) for arguments to the effect that safety is not necessary for knowledge.


� This example is intended to be one in which Pilar forms her belief using a reliable method(listening to the testimony of her teacher. However, one might insist that the belief is not justified, on the grounds that listening to that teacher on April Fool’s Day is not a reliable method. In response to such an objection, we expect that our example could be reconstructed in terms of whatever belief-forming method the objector does regard as reliable.


�  See Neta (2005).


�  See Russell (1948, 170-1). The example is also discussed by Pritchard (2005, 148-50).


�  Pryor (2004, 71-2) makes a similar point against Sosa’s (2004) safety account of knowledge. Imagine a barn country in which all the real barns are red and all the fake barns are yellow. When Carl forms the belief that he’s driving by a red barn, Carl does not know that he is driving by a red barn, Pryor claims, even though there are no nearby worlds in which he forms that belief in the same way and it is not true.


�  We are grateful to Dylan Sabo for his comments on an earlier draft of this paper.
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