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1.  Introduction

Often when a new scientific theory is introduced, new terms are introduced along with it.  Some of these new terms might be given explicit definitions using only terms that were in currency prior to the introduction of the theory.  Some of them might be defined using other new terms introduced with the theory.  But it frequently happens that the standard formulations of a theory do not define some of the new terms at all; these terms are adopted as primitives.  The audience is expected to come to grasp the meanings of the primitive terms by learning the role they play in the theory and its applications.  I shall call such new and undefined terms, as well as new terms that are defined using them, theoretical terms. 
  If T is a theory, the T-terms are the theoretical terms introduced by T.  A theoretical term need not be a word new to human language; it might be an old term that is employed in a new and specialized sense, not equivalent to any of its familiar senses; e.g. “color” in quantum chromodynamics.

Suppose that T is a new theory that introduces some new terms.  Although the T-terms are not explicitly defined in the standard presentation of T, perhaps this is of little importance.  Perhaps it is possible to give definitions of these terms using only terms that belonged to our language prior to the introduction of the theory.  Scientists typically do not bother to do so, however, because it would be a laborious waste of time, for both speaker and audience.  The meanings of the theoretical terms are more efficiently and more pleasantly conveyed by exhibiting the terms in action.  In cases such as this, the theoretical terms are strictly speaking unnecessary.  The theory could have been formulated using only old and familiar terms, and we can formulate it thus by defining the theoretical terms and substituting definiens for definiendum throughout the theory’s standard formulation.  This would be a tedious exercise, and from a scientist’s point of view a useless one.

But prima facie, there is another possibility:  Perhaps the T-terms cannot be defined using only terms that belonged to the language prior to the introduction of the theory T.  For perhaps these terms are not equivalent do to any expressions that could have been formulated in the antecedently-spoken language.  Some of the things we can say using T-terms just could not have been said in our language prior to the introduction of the T-terms.  If there are term-introducing theories like this, then their introduction and acceptance does not just expand our knowledge of the world:  It also expands the range of things we can say.  In a case such as this, I will say that the terms in question, and the theory that introduces them, are semantically novel.

The concept of semantic novelty needs to be nailed down more clearly.  Let us use “LO” (“O” stands for “old”) to denote the natural language spoken by the scientific community in which T gets introduced, as it was spoken and understood prior to the introduction of T.  I said in effect that when T-terms exhibit semantic novelty, they cannot be defined using the vocabulary of LO, and this suggests that they do not share their meanings with any expressions of LO.  I do not wish to get into the vexed question of what meanings are and what counts as a successful definition.  So let me stipulate that when I say the T-terms are semantically novel, I mean that they do not share their intensions with any expressions of LO.  If this is so, then whatever meanings might be, surely the T-terms do not share their meanings with any L-expressions, for surely sameness of meaning entails sameness of intension.
  

This won’t quite do, because there is a trivial sense in which LO obviously does contain an expression with the same intension as any given T-term.  For example, suppose that “t” is a T-term.  Then in LO, we can formulate the expression “whatever in this world [where ‘this world’ is not rigid] the people who accept theory T (will) pick out by means of the expression ‘t’.”  By putting this expression in the future tense, we get an LO -expression that can actually be used prior to the introduction of T, and which is guaranteed to have the same intension as t.  When I say that the T-terms for some theory T are semantically novel, I do not mean to deny this trivial truth.  I mean that LO does not contain expressions that have the same intensions as the T-terms, and that do not refer to T, the T-terms, token formulations of T, or the linguistic behavior of those who expound T.

In this paper I will defend the thesis that scientific theories sometimes do introduce semantically novel theoretical terms – for short, the semantic novelty thesis.  This thesis currently has few supporters.  Most contemporary philosophers with expressed views on the semantics of theoretical terms endorse either a sophisticated descriptivist account such as that of (Lewis 1970), or the Kripke-Putnam causal theory of reference as applied to theoretical terms (Kripke 1980; Putnam 1973), or some account which combines the two, e.g. (Kitcher 1993, 76-78, 102n).  Each of these approaches is committed to the negation of the semantic novelty thesis, as I will argue below.
  

It is not hard to understand why contemporary philosophers are drawn to theories that reject semantic novelty.  An explanation might run as follows.  The semantic novelty of many theoretical terms was embraced in the 1950s and 1960s by philosophers such as Kuhn, Feyerabend, and Sellars.
  According to these philosophers, new scientific theories that represent important conceptual breakthroughs are typically formulated using a vocabulary, or a conceptual scheme, that is incommensurable with the one used before.  The new vocabulary and the old one are not inter-translatable.  What I have called the semantic novelty thesis follows immediately.  Though undeniably exciting, the idea that scientific revolutions involve semantic or conceptual incommensurability is widely believed to lead to various nightmares for epistemology and the philosophy of science.  I am not aware of any published argument that purports to derive semantic incommensurability from the semantic novelty thesis, but at first glance it does seem plausible that the two always go together.  At any rate, the current popularity of the Lewisian and causal-historical approaches to the semantics of theoretical terms seems to be motivated to a large extent by their ability to deliver us from the evil of incommensurability.

I will take no position on whether incommensurability really is a nightmare, whether semantic novelty always involves some kind of incommensurability, or even on what exactly incommensurability is.  I will argue, however, that theoretical terms can exhibit semantic novelty in a way that leads to no form of incommensurability that we should find troubling, and that there is good reason to think that some theoretical terms do.  A consequence is that neither Lewis’s account of theoretical terms, nor a causal-historical account, nor a combination of the two, can be the complete story about the semantics of theoretical terms.  Finally, I will explore two philosophical implications of this fact, one concerning theoretical identifications and the other concerning scientific realism.

2.  Two Ways of Rejecting Semantic Novelty

(Lewis 1970) describes a procedure for defining the T-terms of any scientific theory T in such a way that the definitions use only terms that were understood before the theory was introduced (which Lewis calls the O-terms).   The first step in the procedure is to conjoin all the statements of T (Lewis assumes that a theory can be treated as a set of statements) into one big statement.  Call this statement the Postulate of T.  We can abbreviate T in a form that makes evident the fact that it is a propositional function of the T-terms, thus:

The Postulate of T:
T(t1 … tn)

where t1 … tn are the T-terms
.  Next, we form the Ramsey sentence of T:

The Ramsey Sentence of T:
((x1 … xn)T(x1 … xn)

where each xi is a variable of the same syntactic type as the corresponding T-term ti.

Since the T-terms are supposed to have no meaning over and above what is determined by their role in T, there is nothing more to being the referent of ti than being the ith member of the sequence that provides the unique true substitution-instance of the Ramsey sentence.
  So, Lewis argues, the theory T is equivalent to the conjunction of its Ramsey Sentence, the claim that its Ramsey sentence is satisfied by a unique sequence, and the claim that each T-term ti refers to the ith member of that sequence.  This last claim provides the definition of the T-terms.  So, the intension of a T-term is specified as follows:  In each possible world w, ti refers to the ith member of the unique sequence that satisfies the Ramsey Sentence of T in w, if there is such a unique sequence; otherwise it fails to refer in w.

On this view, T-terms need not be rigid; they can pick out different things in different possible worlds.  One might modify Lewis’s account by saying that Lewis’s “definitions” of the T-terms are not really definitions in the traditional sense, but reference-fixing descriptions, and that the T-terms are rigid designators that pick out the members of the sequence that satisfies the Ramsey Sentence in the actual world.  

On either Lewis’s original account or the modified version on which Lewis’s “definitions” are really reference-fixers, the semantic novelty thesis is false.  For on either of these accounts, the intension of a T-term ti is identical to that of some expression that uses no T-terms.  On Lewis’s original version, ti has the same intension as “the ith member of the unique sequence that satisfies T(x1 …xn).”  On the variant that takes Lewis’s definitions as reference-fixers, ti has the same intension as “R(the ith member of the unique sequence that satisfies T(x1 …xn).”

The most prominent contemporary alternative to Lewis’s account is the causal-historical account of reference (applied to theoretical terms).  Despite the fact that the causal-historical account is founded on a radical rejection of the descriptivism Lewis embraces, both accounts agree in rejecting semantic novelty.  For the sake of definiteness, suppose that T is Lavoisier’s chemical theory, so that one of the T-terms is “oxygen.”  Assume that this term had its reference fixed in the way the causal-historical account supposes.  Then “oxygen” was introduced in a baptismal act.  This baptismal act was either an act of ostensive definition, or else “oxygen” was introduced via some reference-fixing description.  Consider first the case where the reference of the term is fixed by a description.  Suppose the description is, “the gas that Priestley obtained by heating the calx of mercury, and which he found to burn longer than ordinary air.”  Note that this description uses only O-terms.
  So we can formulate the following expression, which also uses only O-terms:

R(the gas that Priestley obtained etc.)

where R is a rigidifying operator (which might be expressed in English by some such phrase as “that very thing,” with suitable emphasis and gesticulation).  In all possible worlds, this expression picks out the very same thing that “oxygen” does, according to the causal-historical account.  Now consider the case where the term is introduced by an ostensive definition:  Somebody in a lab somewhere pointed at a sample of oxygen and said, “Let’s call that stuff oxygen.”  In this case, the reference of the term becomes exactly what it would have been if it had been introduced via the reference-fixing description, “the stuff in location L at time t,” where t is the time at which “oxygen” was coined and L is the location that the person who coined it was pointing to at the time.  So even though the term was not introduced using a reference-fixing description, it ends up with exactly the same extension and intension that it would have if it had been introduced using this description.  

There’s nothing special about oxygen here; any rigid term introduced by a baptism in the way described by the causal-historical account will turn out to have exactly the same intension as an expression that can be formulated in the language as it was spoken prior to the introduction of that term, and so prior to the introduction of any theory that makes use of that term.

It should be noted that the causal-historical account is compatible with the view that a term like “oxygen” does not share its meaning with any expression that belonged to the language prior to its introduction.  In particular, “oxygen” might not be synonymous with “R(the gas that Priestley obtained etc.)” or “R(the stuff in location L at time t).”  My claim is only that on the causal-historical account, terms like “oxygen” do not have novel intensions, i.e. intensions not shared by any expression in the language prior to their introduction.  The causal-historical account thus allows something that Lewis’s account does not, namely the introduction of new scientific terms with novel meanings.  But it agrees with Lewis’s account in rejecting the stronger claim that new theoretical terms can have novel intensions.  It is the stronger claim that I aim to defend here.

3.  Why Semantic Novelty Seems Impossible, and How it Might Not Be

In this section I will present, in broad strokes, a line of thought that makes semantic novelty seem impossible, and in even broader strokes, a way of seeing how it might be possible nonetheless.  In the following section I will present a way of making these thoughts more precise.  

Semantic novelty can seem impossible when we think of a scientific theory on the model of an ordinary sort of non-fiction story, such as might be provided by a journalist.  Such a story will be conveyed via a sequence of sentences.  The way we gain information from the story is straightforward:  We take in the sentences one by one, all the while assuming that each sentence is true (if we are taking the storyteller’s word for it) or at least entertaining the hypothesis that each sentence is true (if we are not).  In order for this to work, we have to understand each sentence of the story as we receive it.  Whenever the storyteller delivers a sentence containing unfamiliar terms, we stop her and ask her to explain the meanings of the terms.  If she is agreeable, she will do so, and her definition will use only terms we already understand.  She might not be agreeable, in which case she will just plow ahead, but after we have heard the rest of her story we might be able to construct for ourselves definitions of the unfamiliar account.  If this is not possible, then we simply cannot understand the story; the exercise in information-exchange has been a failure.

But now consider a different model of how a storyteller might convey information to us.  This time, the storyteller does not simply present us with a series of sentences expressing exactly the factual information that she wanted to convey.  Instead, she tells a fictional story.  We might be able to follow the story even if we cannot say to whom the various names she uses refer; after all, it’s a fictional story, and these names refer to fictional characters.  By the end of the story, we understand (either because she tells us or because we just catch on) that the story was meant to teach us something about our own situation.  Having followed the story on its own terms, without worrying about what if anything in the real word the names in it pick out, we can come to see ourselves and our own situation as relevantly like the situations described.  We thereby learn something that was not reported, literally, in the sentences of the story.  In some cases, what we thereby learn might be something that could have been stated straightforwardly.  Parables and fables with “morals” fall into this category.  In some cases, however, it might be that there was no other way to express what the author wanted to convey.  Edifying works of literature, which present us with new ways of seeing ourselves, people we know, and relationships between them, might fall into this category.  Not everything you learn about the real world from such a story is something that could have been expressed in the form of a non-fiction report.  It is something you can come to appreciate only by first understanding the story on its own terms, and then imaginatively placing yourself, or those you know, into the world described by the story.  After doing this, we sometimes find that we have added new terms to our working vocabulary – terms the meaning of which is extremely difficult to convey to those who have not read the novel in question and understood it in more or less the way we have understood it -- “I share your pity for that guy, but as your friend I would advise you to steer clear of him; he’s a real Raskolnikov.”  Further, if the information conveyed by such a sentence could not have been conveyed in terms familiar even to those who have not read the story, then the sentence has a novel intension.

What I want to suggest is that semantically novel scientific theories might be better understood on the model of the second kind of story than on the model of the first.  Coming to understand such a theory is not a matter of taking in factual sentences, one at a time, accumulating information incrementally, until the whole theory has been taken in.  Rather, it is a matter of coming to understand the possible worlds described by that theory as abstract structures in their own rights, and then learning to see oneself, one’s activities, and one’s observations as elements within those structures.  If this can be done, then the theory need not be conveyed by a sequence of sentences that use only terms that one already understands.  As we perhaps sometimes do with great novels, we must understand the world of the story/theory as an imaginative construct, then imagine ourselves into it, then take the step of taking this imaging seriously, and thereby transforming the way we understand our own world.

I do not mean to suggest that the introduction of novel terms by new scientific theories works in exactly the same way as the augmentation of our vocabulary by means of edifying literature.  The case of edifying literature serves here to break the grip of the view that semantic novelty is impossible that can seem inescapable when we confine our gaze to journalistic reports.  In order to do this, it need not be the case that edifying literature is a perfect model of term-introducing scientific theories.  But I think it is a suggestive model of how such theories might work.

As an illustration, consider a common and successful pedagogical method for teaching the special theory of relativity.  The instructor starts drawing Minkowski space-time diagrams on the board, things which admit of no easy translation into descriptions of situations in pre-relativistic terms.  Some of these diagrams illustrate stories about such things as people on the ground watching trains leave, while people on the train watch the people on the ground, lightning bolts striking the ends of the train, and so forth.
  By drawing light rays on the diagram and seeing where these light rays intersect with the “world-lines of observers” (an imaginative idea that the students must simply “play along with” until they “get it”), the instructor shows the students how to read off of the diagram information about what the observers will see and what order they will see things in.  The students begin to understand the theory when they acquire the ability to imagine themselves as characters like the ones that inhabit these diagrams, and to interpret their own experiences accordingly.

Teaching special relativity in this way conveys information in a way more like an edifying novel does than like a non-fiction report does.  It is not necessarily true that the communicative exercise will have failed unless intelligible definitions of all new terms, which use only previously-understood terms, are offered or constructible by the audience.

This is of course rather vague and impressionistic, but I believe it makes it plausible that semantic novelty need not be an impossibility, in spite of the considerations sketched above that make it seem impossible.  In the following section, I will flesh out these intuitive consideration with a more precise account of what goes on when a semantically novel theory is introduced.

4.  One Way Semantic Novelty is Possible

Consider a scientific community that speaks a language LO.  Let us assume that LO contains the vocabulary of set-theory, meta-linguistic names of its own expressions, and a truth predicate.  I will call the sentences of LO the O-sentences, and the terms of LO the O-terms.
  A member of this community might propose a new empirical theory T that instantiates the following schema:

1.  Definition:  A T-model is an n-tuple <Φ1, … Φn> satisfying the following axioms:  A1(Φ1 … Φn ), … Am(Φ1 … Φn).

2.  Definition:  For any O-sentence S which uses no meta-linguistic vocabulary
, and any T-model M, S is true in M iff … [what follows is a recursive definition].

3.  Empirical claim:  There exists a T-model M@ such that for each O-sentence S, S is true iff S is true in M@.

T is thus presented in a form that is congenial to (one version of) the semantic conception of theories, according to which theories should be thought of as specifications of sets of models, rather than as sets of sentences.  Note than any theory that is formulated as a set of non-meta-linguistic O-sentences can be rewritten in the form of T, just by defining the T-models as the models of the language LO in which all sentences in this set are true.

A theory that fits the schema above has the form of a model-theoretic semantics for LO.
  If the definitions of T-model and truth-in-a-T-model are those of the standard model theory for first-order logic, then the theory T will be the theory of first-order logic (and so, not empirical at all).  But if these definitions are set up in such a way that there are some logically consistent sentences of LO that are not true in any T-model, then the empirical claim of T will be logically contingent.  

It might be objected that T, as presented above, could not be a theory of the natural sciences.  Rather, it is a linguistic theory, a theory about the language LO.  This objection would be mistaken.  For one thing, unless the two definitions in T satisfy rather special conditions, there will be T-models in which there are no speakers of LO.  Indeed, there will be models in which there is no intelligent life at all – by which I mean there are T-models in which the O-sentence “Intelligent life never evolves” is true.  There could also be logically contingent O-sentences that are true in all T-models where that O-sentence is true.  In other words, T can have substantive implications about what goes on in possible situations where there are no LO-speakers, and even in possible situations where there is no intelligent life.  So the theory T certainly is not just a theory about the language LO.

Furthermore, T need not be a theory about the language LO at all, in any significant sense.  The definition of T-model can be understood as specifying the set of mathematical models of the theory.  The empirical claim should then be understood as the claim that the actual world exemplifies the structure of one of these models.  This leaves it open what it means for the world to “exemplify” the structure of one of the models.  It is not enough that there be some kind of mathematical mapping between the elements of the world and the elements of a T-model; that would make the truth of T far too cheap.  Rather, what is required for the truth of T is for there to be a mapping of the intended sort between the world and some T-model.  The second clause of T – the definition of truth-in-a-T-model – can be understood as specifying what “the intended sort” of mapping is.  Though stated as a definition of what it takes for an O-sentence to be true, conjoined with the empirical claim of T it provides an account of what it would take for a given T-model to count as corresponding to the world in the right way.  If, in the actual world, it is true that Fred the cat weighs seven stone, then not just any T-model can count as mapping, in the intended way, onto the world; only those T-models in which “Fred the cat weighs seven stone” is true can so qualify.  Looked at in this way, our theory T is not really a theory about the language LO at all; it is a theory about the world, and the language LO is simply exploited as a tool for interpreting T’s formalism (a reasonable enough procedure, given that T is being introduced into a community of LO -speakers).

The theory T does not exhibit semantic novelty.  This is fairly obvious:  In the presentation of T, no vocabulary is used other than the set-theoretic vocabulary (including set-theoretic variables Φ1 – Φn) used in defining T-model, the truth predicate of L, the syntactic meta-linguistic vocabulary of L, and the terms “T-model” and “true-in-a-T-model,” each of which gets defined explicitly.  T is only a starting point.  By modifying it in a certain ways, we will arrive at a theory-schema for theories that do introduce semantically novel terms.  I will build up to this in stages.

First, it is important to see that there is a sense in which terms other than “T-model” and “truth in a T-model” are introduced by the theory T that was sketched above. Consider Φi, one of the variables employed in the definition of T-model.  We could introduce ti as a term that stands non-rigidly for the actual value of this variable.  For each T-model M, then, the sentence “ti = v” is true in M just in case Φi has the value v in M, i.e. just in case M = <x1, x2, … xi-1, v, xi+1, … xn> for some objects x1, x2, … xi-1, xi+1, … xn.  Further, according to T, this sentence is true simplicter just in case it is true in M@.  

For example, the T-models might be thought of as mathematical representations of a set of trajectories through a four-dimensional space, which may be thought of intuitively as world-lines of particles.  Then a term such as ti would denote, in each T-model, the trajectory of the ith particle.  For some function F from the real numbers to the points of spacetime, the statement that ti = F (i.e., the function F specifies the position of the ith particle as a function of time) is true in a T-model M just in case M has F as its value for the variable Φi, and this statement is true simplicter just in case it is true in M@.  In this way, the theoretical term “particle-trajectory” is introduced along with the theory T.
Each T-model corresponds in an obvious sense to a possible world in which the theory T is true.  So we have in effect stipulated an intension for the term ti.  This intension is left undefined in those possible worlds where the theory T is false.  But it is plausible that such is the way with theoretical terms generally:  A theory and the role of a given theoretical term in that theory suffice at most to determine the extension of that term in all possible worlds where the theory itself is true.  In possible worlds where the theory is false, there may be no fact of the matter about the extension of the term, or the extension of the term might depend on considerations of trans-world similarity or analogy that are not settled by the theory itself.  (I will return to the issue of the extensions of T-terms in worlds where T is false in section 7.)

The possibility of introducing these T-terms illustrates an important point:  Although theoretical terms are often thought of as new terms that are used in the formulation of a theory, they need not be.  A theoretical term is a new term introduced along with a theory.  But a theory can introduce a term without that term being used in a formulation of the theory itself.  In the case just considered, the term is introduced by the theory (in the sense that the theory makes it possible to define the conditions under which a sentence using the term is true in a model of the theory) as a way of specifying what makes one model of the theory different from another, and so potentially as a way of specifying what makes the model of the theory that corresponds to the actual world different from other models of the theory.  Another way to put this point is that the theoretical terms can be used to state facts that are contingent by the lights of the theory – facts that are not entailed by the theory, that hold at some possible worlds where the theory is true and fail to hold at others.  In this way, accepting a new scientific theory might involve adopting new vocabulary, not for the purposes of stating the theory itself, but for the purpose of distinguishing one possible situation in which the theory holds from other possible situations in which the theory also holds.

The T-terms are the ti’s together with any other terms definable from them.  Let us call a sentence that uses a T-term a T-sentence.  Each T-model is completely specified by a set of T-sentences (though that set might not be recursively definable).  This is because a T-model just is an assignment of values to the variables Φi that satisfies the axioms A1 – Am.  

These T-terms are not semantically novel.  For they can be explicitly defined, using Lewis’s procedure.  First, we can reformulate T in a way that uses the ti’s, as undefined primitive terms, in place of the variables Φi.   We then replace the two definitions in T by assertions of identity.  Then we conjoin the three clauses and take the Ramsey sentence, replacing all terms not found in LO (including the ti’s) with variables, bound by an existential quantifier.  The resulting sentence is evidently equivalent to T itself.  Then we in effect define each ti as one of the members of the unique realizer of this Ramsey sentence.

This shows how the T-terms can be defined.  But note a strange consequence:  Since T uses meta-linguistic expressions referring to sentences of L, and using the truth predicate of L, so will the Ramsey sentence of T, and so will the Lewis-definitions of the ti’s.  Hence, these theoretical terms will turn out to be “defined” in terms of such things as sentences of our antecedent language and truth.  This is most surprising, since T could be for example a theory of the dynamics of fundamental particles.

Though surprising, this consequence is not paradoxical.  The “definitions” of the ti’s defined Lewis-style from the theory T specify the truth values of sentences assigning values to the ti’s in each of the T-models.  Thinking of the T-models as corresponding to possible worlds in which T is true, we can infer that these “definitions” specify the intensions of the ti’s over all possible worlds in which T is true.  Once we appreciate this, we can see that there is nothing objectionable about the fact that these “definitions” use syntactic and semantic meta-vocabulary of L.  For all they do is specify the intensions of these terms, and there is no reason why a term that refers to non-linguistic features of the world should not share its intension with an expression that contains meta-linguistic vocabulary.  For example, “electron” presumably shares its intension with “item that is in the extension of the English word ‘electron.’”  The lesson to draw here is that in this case we must not identify intensions with meanings.  For it does seem paradoxical to suppose that the ti’s share their meanings with expressions that use meta-linguistic vocabulary referring to sentences of L.

Now consider a variant on T.  Suppose that in a scientific community that speaks the language L, someone introduces a theory T*, which fits the same schema presented for T above, except for an important difference in clause 2:  Instead of a recursive definition of truth-in-a-T*-model, a number of paradigm cases of simple T*-models and the L-sentences that are true in them are provided.  In addition, a few heuristic techniques for constructing more T*-models in which certain specified O-sentences are true are provided.  Moreover, T* provides a set of techniques for constructing more complex T*-models by combining simpler T*-models, along with ways of determining which O-sentences are true in these more complex T*-models, as a function of which O-sentences are true in the simpler T*-models from which they are constructed.  The whole thing does not amount to an effective procedure for constructing T*-models in which a given O-sentence is true, or an effective procedure for determining whether any given O-sentence is true in any given T*-model.  But, a practice of constructing T*-models, and figuring out which O-sentences are true in them, is initiated, and those who learn what the founders of the theory T* teach find that in many cases they are able to “go on in the same way.”

Thus introduced, the theory T* has a class of mathematical models that is precisely defined.  What is not precisely defined is how sentences of the antecedent language LO get their truth values in an arbitrary T*-model determined.  But this is not left completely unspecified.  Practical techniques of extending the class of models within which truth-or-falsity of O-sentences has been settled have been initiated, and it is not unreasonable to hope that these can be extended a long way.  The manner of extension will not be arbitrary, even though it does not proceed according to an algorithm.  Perhaps there will be cases where those who have learned T* will be disagree on whether a given O-sentence is true or false in a given T*-model, in a way that cannot be resolved by cogent arguments or by further empirical research.  In such cases, it will turn out that the theory T* is not yet fully interpreted, i.e. not yet fully specified.  But it might yet be further specified, and when it is, this will count as further articulation of the theory, rather than its replacement by a new theory.

Is it reasonable to suppose that (at least some) real scientific theories can be articulated in the form of T*?  Several considerations suggest that it is.  But I will put off discussing this matter until section 6.  First, I want to examine T* in a little more detail.

If T* is formulated in the way described above, then just as in the case of T, it will be natural to introduce a set of new theoretical terms, the T*-terms.  These will be introduced just as above:  “ti* = v” is true in a T*-model M just in case in M, Φi has the value v.  As in the case of T, the T*-terms can be used to distinguish between one T*-model and another, and each T*-model is fully specified by a set of T*-sentences.  But the ti*’s cannot be defined Lewis-style as the ti*’s could.  Since the second clause of T* is not a recursive definition but an open-ended specification of a family of procedures, there is no finite sentence that can be called “the Postulate of T*,” from which we can generate a Ramsey Sentence.  Hence, Lewis’s procedure for defining theoretical terms is derailed.


The causal-historical account does not fare much better as an account of the semantics of the T*-terms.  For the ti*’s are not introduced via any kind of baptism ceremony or reference-fixing description.  They are introduced through their roles in the axioms of T*.  And these axioms entail no uniquely-referring descriptions formulated in LO alone that can be used to fix their references.

So neither of the two prominent contemporary accounts of the semantics of theoretical terms can give an adequate account of the T*-terms.  Hence, if theories like T* are possible, and their terms are not semantically defective in some way, then neither of these accounts, nor any combination of them, can provide an adequate general account of the semantics of theoretical terms.  

Of course, this does not show that any real scientific theories actually do introduce semantically novel terms.  For if there exists any correct, recursive specification of the conditions under which an arbitrary O-sentence is true in an arbitrary T*-model, then this specification can be substituted for the open-ended second clause of T*, and the resulting theory can be subjected to Lewis’s procedure for defining the terms it introduces, and the resulting “definitions” will provide expressions intensionally equivalent to the T*-terms.  Just because T*, as originally formulated, does not provide any such recursive specification, it does not follow that none exists.  Perhaps if the family of methods of model-construction specified in T* were pursued and developed until every single T*-model had been considered and the truth value of every single O-sentence in each model determined, then the resulting assignments of truth-values-in-T*-models would agree with those given by some recursive definition, which no one had thought of at the time T* was introduced.  At least, there is no conclusive proof that this is impossible (waiving worries about how much time would be required).  If there exists such a recursive specification of truth-in-a-T*-model for the O-sentences (whether or not anyone will ever discover it), then the T*-terms are not semantically novel.  

So it is not a sure thing that the T*-terms are semantically novel.  But nor is there any reason to think that for any theory presented in the form of T*, there would be a correct recursive definition of truth-in-a-T*-model.  Moreover, there may be some reason to doubt that there is any such definition.  Typical scientific theories have continua of models, and the spaces of their models can be enormously complex, while human language has evolved to cut nature at very different sorts of joints.  (These are just plausibility consideration, but they are pretty plausible plausibility considerations.)  If there is no such recursive definition, then the possibility is at least open for a theory to introduce terms that are semantically novel.  And there seems to be no reason why a theory like T* for which there is no such recursive definition could not be an empirically successful.

5.  The Semantics of the T*-Terms


What, then, is the correct account of the semantics of the T*-terms, if neither the Lewisian account nor the causal-historical account works?  I think the answer is quite straightforward.  Each T*-model is defined as an assignment of values (extensions) to each of the T*-terms.  Each such model is a representation of a possible world in which T* is true.  So the extension of each T*-term in each possible world where T* is true is given straightforwardly by the specification of the corresponding T*-model.  For example, t1*’s extension in the world represented by T*-model M is v iff M = <v, Φ2, ...Φn>.  That’s all there is to it.


A skeptic about the possibility of semantic novelty is likely to complain at this point:  “The T*-terms are semantically novel only if there is no recursive definition (whether known or unknown) of truth-in-a-T*-model, and the T*-terms really do have determinate intensions.  If the T*-terms are nothing more than counters in an uninterpreted calculus, then it is true that they cannot be defined in Lewis’s way, but this is only because they have no intensions at all.  And it has not been shown that the T*-terms are not mere counters.  The account of their intensions you have provided is blatantly question-begging, for it blithely assumes that each T*-model corresponds to some possible world.  If the T*-terms already had their semantics secured, then there would be no worry here: The T*-models would correspond to a genuine sets of propositions, which could be used to pick out possible worlds at which those propositions are true.  If you are allowed to take it for granted that each T*-model really does present a genuine possible world, then you can give us an account of the intensions of the T*-terms; if you assume that the T*-terms have determinate intensions, then you can use them to specify the possible worlds represented by the T*-models.  But you need to explain how you propose to enter into this circle before you can justly claim to have established that the T*-terms have intensions at all.  And until you have done that, you have not really shown that semantic novelty is possible.”


The skeptic is right to say that each T*-model represents some determinate possible world only if the T*-terms have determinate intensions, and that the account of the intensions of the T*-terms I provided above is coherent only if the T*-models really do represent genuine possible worlds.  But I do not agree with the skeptic that a philosophical argument is required to show that we can break into this circle.  It is probably not possible to demonstrate, in a non-question-begging way, that the T*-terms have determinate intensions.  But nor is it possible to demonstrate, in a non-question-begging way, that any of the terms of our empirical discourse have determinate intensions.  The reason why we justly believe that ordinary empirical terms like “red” and “round” and “squirrel” do have determinate intensions (to the extent that we do justly believe this) is that we believe that we can use such terms to speak meaningfully about the world.  Our evidence for this is that we show all the signs of linguistic competence with these terms, and that our use of them helps us to get around successfully in the world.  If T* is an empirically successful theory, then those who master it will achieve fluency with the T*-terms, and will come to be able to use those terms to report on their environments, ask and answer questions, give and follow instructions, make and confirm predictions, and generally do the sorts of things we do with the terms of our empirical vocabulary.  To the extent that T* is successful in these ways, and to the extent that we are ever justified in believing that one of our expressions has a determinate intension, we are justified in believing that the T*-terms do too.  To demand a special philosophical proof that these terms succeed in picking something out would be unreasonable.  When a term is in currency and proves a useful linguistic tool, it is semantically innocent until proven guilty.


The only reply to this that I can imagine on behalf of the skeptic is that our ordinary empirical terms enjoy an important advantage over the T*-terms, for we really know what the former mean:  We can directly apprehend what they mean.  We have no such direct apprehension of the meanings of T*-terms, and the only way to acquire such apprehension would be to learn to articulate their meanings, using only our old familiar terms in the articulation.  The rejoinder to this is that our feeling of “direct apprehension” of the meanings of our familiar old terms is simply a function of their familiarity and our fluency with them, and in time, among the experts, such familiarity and fluency wouldno doubt attend the T*-terms as well.  

6.  Are Any Real Scientific Theories Like T*?

How plausible is it that some real scientific theories have the form of T*?  I doubt that any scientific theory’s standard formulations in textbooks and technical literature look much like T*.  But it is plausible that the content of many real scientific theories can be adequately formulated in the form of T*. Recall that T has the form that one common version of the semantic conception of theories takes all theories to have.  Many philosophers have argued that there are advantages to be gained by representing the content of a theory by the set of its models, and the account of semantically novel theories I have given shares these advantages.  The key difference between T* and T is that in T*, truth-in-a-model is not defined recursively.  To the extent that this marks a difference between the account I have given and more standard versions of the semantic conception of theories, this is an advantage of my account.  It makes my account better able to account for an important feature of scientific practice brought to our attention by (Kuhn 1962, 45-47).

Kuhn points out that mastering a physical theory always involves more than mastering the laws and principles of that theory.  It also involves acquiring the practical skills involved in applying the theory.  The application of theory to any actual concrete situation requires the practitioner to construct a model, and that constructing models is a skill that must be learned through practice. It is not simply a matter of applying an algorithm.  

The non-algortihmic, practical skills to which Kuhn directs our attention are, at least in the case of physical theories, not happily understood simply as skills involved in constructing models of the theory.  The models of the theory are mathematical objects belonging to a precisely defined class.  Rather, they are skills in constructing the right model for the application in which one is interested.  The set of models of a non-relativistic physical theory can usually be defined fairly succinctly:  A model of a physical theory PT is a state space together with a trajectory though that state space (a mapping from the real numbers to points of the space) that satisfies certain equations.  Take a classical, non-relativistic theory that can be given a Hamiltonian formulation.  A model of this theory is a phase space, together with a Hamiltonian function defined over the phase space, and a trajectory through the space, such that the trajectory and the Hamiltonian constitute a solution to Hamilton’s equations of motion.  Specifying the class of models of this theory is not too complicated.  What is hard is describing the particular model of the theory that would be appropriate to use in representing a given physical situation.

For a single point particle enclosed in a box and bouncing off the walls, the problem is not too hard.  An actual clock pendulum, made of some non-perfectly rigid material and surrounded not by a vacuum but by a gas, is a lot more complicated.  More complex systems are even harder.  The problem of describing a model of our Hamiltonian theory that adequately represents our clock pendulum is essentially the problem of saying in which models of the theory a certain set of English sentences would be true – sentences specifying that there is a clock pendulum, of such-and-such dimensions, made of a certain material, etc.  Coming up with a description of a model of our Hamiltonian theory that does the trick is where the practical skills described by Kuhn come into play.  So the theory-schema T* locates in exactly the right place where the theory is not crisply defined, and where its use and application require the use of practical skills not susceptible to formalization.

Further support for T* as a plausible model of real scientific theories comes from two striking features of such theories which greatly frustrated logical-empiricist reconstructions of scientific theories.  The first is the fact that term-introducing theories of the advanced sciences typically do not entail any strict regularity-statements that use only the vocabulary of the antecedently spoken language.  (Hempel 1988) offers the example of Newtonian mechanics, which is sometimes alleged to provide a wealth of regularities connecting initial conditions specified in “purely observational” terms to predictions about the future behavior of bodies.  In fact, Hempel points out, Newtonian mechanics licenses no predictions about the future behavior of bodies from initial conditions unless those conditions are supplemented with provisos delimiting the forces that will act on the bodies.  “Force” is a theoretical term introduced by Newtonian mechanics.  Hence, the regularities provided by Newtonian mechanics can be employed to generate predictions only if premises are available that use the theoretical terms of Newtonian mechanics itself.  If we try to derive “observational regularities” from the laws of Newtonian mechanics that link initial conditions specifiable without the use of theoretical terms to predictions specifiable without the use of theoretical terms, then the most we will be able to get are regularities that are trivial, either in the sense that they are logically necessary, or in the sense that they are qualified by hedging clauses (“so long as there are no disturbances”) where the content of the hedge cannot be made explicit without resorting to the use of theoretical terms.
  

One moral that is often drawn from Hempel’s observation is that a physical theory doesn’t really posit strict laws of nature at all; it gives us only hedged, or ceteris-paribus, regularities that are subject to exceptions, even if the theory that posits these laws is true.  If theories typically take the form of T*, then we can offer another explanation of what Hempel observed.  Such a theory is articulated using semantically novel terms.  The principles asserted by this theory are thus not equivalent to any sentence that can be written using only the vocabulary of our antecedent language L.  If we eschew the use of theoretical terms, we are not going to be able to capture the content of any of the interesting claims that our theory makes.

The second feature of scientific theories which frustrated logical empiricism is closely related to the first.  Classical logical empiricism assumed that the meanings of theoretical terms were constituted by principles that linked them to the terms from the antecedently-understood vocabulary.  These principles were sometimes called correspondence rules, sometimes bridge principles, sometimes reduction sentences.  It was troubling that for real theories from the advanced sciences, such principles resisted all attempts to formulate them.  On the view of term-introducing theories I have been advancing, this is exactly what we should expect.  If there were such sentences, using both theoretical terms and antecedently understood terms, and specifying the intensions of the theoretical terms (to the extent that the latter can be specified at all), then we should be able to employ them to give a straightforward definition of truth-in-a-model for sentences that use only antecedent vocabulary.  The view of theories I am proposing holds that this cannot be done.  So the difficulty of formulating such principles is easily explained.

Some philosophers might agree with the spirit of the proposal but object to the third clause of T*, namely that there is a model in which all true O-sentences are true.  Why not just say that the models of T* provide representations of particular physical systems (much smaller than the whole world) that are accurate enough for the purposes at hand?
  This question deserves a fuller discussion than I have space for here.  Let me just say this:  Unless we are happy to embrace the classical instrumentalist view of theoretical terms (according to which they are mere beads on a formal abacus), some account must be given of how their extensions and intensions are determined.  I offered such an account above.  That account depends crucially on the third clause of T*, for without referring to the T*-model M@ we cannot state the conditions under which sentences using T*-terms are true simplicter (as opposed to true-in-a-T*-model).  I do not see how such an account could be given by someone who adopts the alternative view just mentioned.  In particular, note that on such a view, a theory does not put forward a set of propositions that are supposed to be true of the actual world (and not merely true of the theory’s models), so there will be no Ramsey sentences, and the Lewisian approach to theoretical terms will fail.

The idea that semantically novel scientific theories can be understood on the model of T* is a way of cashing out the intuitive notion of such theories presented in the preceding section.  That notion, recall, holds that the way we understand such a theory is akin to the way we might sometimes learn something from a great novel:  We first learn to appreciate the world of the novel on its own terms, as an imaginative construct, and then learn to see ourselves as relevantly like the characters in that novel, our own situation as relevantly like the one presented in the novel.  By analogy, when we learn a semantically novel theory, we first learn to understand the possible worlds of that theory (the possible worlds in which that theory would be true) as imaginative, formal constructs, and then learn to imagine ourselves into those constructs.

How might we do this?  By learning to understand how what we take to be going on around us might really be what is going on in one of the possible worlds of the theory.  That is, to come to understand statements that we already know how to make using our antecedent language as reporting facts that would be true in one of the possible worlds of the theory under such-and-such circumstances, where those circumstances are characterized in terms of the formalism of the theory itself.  To return to the example of special relativity:  In order to imagine myself as a character in one of the possible worlds of special relativity, I must first acquire some mastery of the formalism of that theory, i.e. the new technical concepts used to characterize the various possible worlds of the theory, concepts such as “light cone,” “timelike trajectory,” “world-line,” “Minkowski metric.”  Second, I must come to understand that when I say things like, “I saw the lightning bolt that hit the front of the train five seconds before I saw the lightning bolt hit the back of the train,” what I say is something that is true only under certain circumstances describable with the use of this formalism, e.g.:  “A light ray originating at the front of the train intersected my world-line at a point P, and a light ray originating at the back of the train intersected my world-line at a point Q, such that P and Q are timelike related and the Minkowski interval element integrated along my worldline from P to Q gives a value of 5.”  When we learn to describe truth conditions for the sentences we have already been using to describe our environments in terms that are used to specify particular models of our physical theory and distinguish them from other models of that theory, then we learn to imagine ourselves into one of the possible worlds of that theory.  We also begin the process of integrating the technical vocabulary of that theory – the vocabulary used to distinguish one model of the theory from another – into our own working vocabulary.  Our ability to do this does not seem to depend on the possibility of defining the new technical vocabulary using only terms that we already understood.

7.  Incommensurability


As I mentioned above, fear of incommensurability seems to provide a motive for rejecting the possibility of semantic novelty.  For the most prominent accounts of theoretical terms among twentieth-century philosophers of science that have affirmed the possibility of semantic novelty have also affirmed incommensurability.  In particular, they have affirmed that coming to speak the language of a conceptually novel theory involves coming to speak a new language, not inter-translatable with the language one spoke before.  Even what one means by ordinary “observation sentences” changes when one accepts such a theory.


Whether or not such incommensurability would be the nightmare it is often supposed to be or not, the kind of semantic novelty introduced by a theory like T* would not engender it.  Those who accept theory T* continue speaking the language L.  They augment LO with new terms, but they don’t stop using the old terms of LO to describe their surroundings.  And they do not begin using these old O-terms with new meanings.  They differ from those who have not accepted T* in that they accept a theory of the semantics of LO that their precursors/opponents do not.  But it is a familiar fact that two people can accept different, and incompatible, theories of the semantics of their common language, even while they continue to speak the very same language.  This goes on in debates about philosophical and linguistic semantics all the time; changing your semantic theory of your own language is not the same thing as changing what you mean by your own words, and it does not entail an inability to communicate with those who do not accept the semantic theory you have come to accept.  Hence, the alleged impossibility of communication across an incommensurable chasm need not arise when a theory like T* is introduced.

8.  Theoretical Identification


If term-introducing theories sometimes take the form exemplified by T*, then this makes possible a new account of what sometimes goes on in cases of theoretical identification.  This new account has some important advantages, which speaks well for the account of term-introducing theories I have been defending.

On the most popular current account, theoretical identification involves a hypothesis of the form “PA = PT,” where “PA” refers rigidly to some property or kind (e.g., temperature) that is known independently of a theory T, “PT” refers rigidly to a property or kind posited by the theory T (e.g., mean molecular kinetic energy, or MMKE), and “=” is the strict-identity sign.  Such a hypothesis is necessarily true if it is true at all.
  This consequence is offensive to the common intuition that theoretical identifications reveal contingent truths – that, for example, it is metaphysically possible for temperature to be the density of an incompressible fluid even if it is MMKE in the actual world.  Since Naming and Necessity, we have learned to put up with such offenses to our modal intuitions without too much difficulty; nevertheless, having to put up with it is a disadvantage.

It seems to me that the fact that this account of theoretical identifications is as popular as it is in spite of this disadvantage is due to the widespread belief that every other option has even greater disadvantages.  This widespread belief seems to be supported by the following considerations:  Either theoretical identifications are genuine statements of identity, or they are not.  If they are not, then they do not really tell us what the property or kind in question is – for example, instead of telling us that temperature is MMKE, physical theory postulates a new property called MMKE and posits a strong correlation between temperature and this new property.  This correlation itself cries out for explanation, so that instead of explaining the true nature of temperature, we have succeeded only in growing our ontology and proliferating unexplained phenomena.  On the other hand, if they are genuine identity statements, then either both terms flanking the identity sign are rigid designators, or at least one of them is flaccid.  If at least one is flaccid, then we need an account of how its extension in a given possible world is determined.  On the only promising contender
, the term picks out at world w whatever satisfies a certain description at w – or perhaps what, if anything, comes close enough to satisfying the description.  For example, “temperature” picks out at each world whatever property comes closest to playing the temperature role – the set of second-order properties that are attributed to temperature by whatever theory first introduced the concept of temperature.  This view has the consequence that much of what was said about temperature by the theory that introduced it is necessarily true.  This necessity is a consequence of the fact that “temperature” is essentially shorthand for “whatever it is that plays such-and-such a role.”  It follows that many truths about temperature which seem to be empirical discoveries are really analytic.  To the extent that we find this implausible, we have a motive to adopt the only alternative remaining: the view that theoretical identifications are identity statements involving two rigid designators.  Therefore, it seems we’re forced to admit that such identifications are necessarily true if they are true at all.

This reasoning overlooks at least one possibility.  Suppose that the theory that proposes the theoretical identification of temperature with MMKE can be understood as taking the form of T*.  Let’s call this theory SM, and call its theoretical terms the SM-terms.  It is reasonable to suppose that “temperature” is an O-term, whereas “MMKE” is an SM-term.  Suppose that SM makes all O-sentences of the form “the temperature of B is T” true in all and only those SM-models in which the MMKE of B is T.  On this account, the theoretical identification should be understood as an identity statement, even though it is convenient and suggestive to express it with the words “Temperature is MMKE.”  Rather, it has the form of an assignment of truth-conditions to temperature-ascriptions, covering all those worlds where the theory SM is true.

 Since an SM-model is supposed to be a complete representation of a possible world where SM is true, and such a model can be completely described by a set of SM-sentences, this account does not simply posit a new property alongside familiar old temperature, and posit that the two properties are always correlated.  For, in a world where SM is true, there is nothing to temperature over and above what can be said in SM-terms, and the truth conditions for all temperature-ascriptions can be stated simply as MMKE-ascriptions.  But on this understanding of theoretical identification, such an identification does not have to be true in all metaphysically possible worlds if it is true at all.  The theory SM only specifies the extension of “temperature” throughout those possible worlds where SM is true.  It has nothing to say about the extension of “temperature” in worlds where SM is false.  So it leaves open the possibility that there are possible worlds out there where temperature is not MMKE at all, but something quite different – perhaps the density of a certain fluid.  It also leaves open the possibility that for any true, logically contingent truth about temperature you like (even one included in the alleged “temperature role”), there is some possible world out there where SM is false and that truth is false too.  So this account avoids the disadvantages of all the alternative views about theoretical identification mentioned above.

It is a good question what determines the extension of terms like “temperature” in worlds where the theory SM is false.  I am not sure that any particular answer to this question is dictated by the accounts of theoretical terms and theoretical identification offered above.  But here is one particularly attractive answer is open to someone who accepts these accounts:  Possible worlds are stipulated, not discovered, and the extensions of our terms in those worlds are at the mercy of our stipulations.  The only limitations legitimately imposed on our stipulations are those of logic and those that stem from the purposes of the stipulation.  (For example, if we are speculating about what our friend Michael would do in various possible situations, it would be pointless to stipulate that in one of those possible situations Michael’s character is very different from what it actually is.)  The view that all natural-property terms are rigid designators, whose referents have essences disclosed by empirical science, is the view that scientific theory puts absolute constraints on what we may legitimately stipulate when discussing hypothetical scenarios.  Scientific theory does place constraints on what we may legitimately stipulate when the point of the hypothetical reasoning is to consider what would happen in various situations, given that our theory is (still) true.  But this is just a constraint on what we must recognize as true in all nomologically possible worlds, not on what we must recognize as true in all the possible worlds there are.  The stronger constraint appears dogmatic, and it stands in need of justification.  It would be justified if it were a consequence of the only promising account of theoretical identification, but this is not so.  

Since the issues surrounding theoretical identification are intertwined with issues in the philosophy of mind concerning psycho-physical identity, no doubt the account of theoretical terms offered above has implications for those issues.  But I will not pursue them here.

9.  Scientific Realism

Lewis writes:

The defining of theoretical terms serves the cause of scientific realism.  A term correctly defined by means of other terms that admittedly have sense and denotation can scarcely be regarded as a mere bead on a formal abacus.  If it purports to name something, then if the theory that introduced it is true it does name something.  (Lewis 1970, 428).

Lewis’s point can be generalized:  If we can establish that a term shares its extension and its intension with some other expression that we are sure has an extension and an intension, then that term itself obviously has an extension and an intension.  So it can be used to describe the way the world is; it is not simply an element in an uninterpreted calculus.  Hence every view of theoretical terms that implies that the terms of a true theory are all semantically equivalent to expressions whose semantic credentials are not in doubt – and this includes descriptivist accounts like Lewis’s, causal-historical accounts, and hybrid accounts such as Kitcher’s – rejects not only the semantic novelty thesis, but also the instrumentalist interpretation of theoretical terms.

Does it follow that any such account “serves the cause of scientific realism”?  Well, instrumentalism is just one of several ways to reject scientific realism, and your enemy’s enemy is not necessarily your friend.  Whether rejecting semantic novelty helps the case for scientific realism depends on what else is involved in scientific realism, over and above anti-instrumentalism.  There are perhaps as many definitions of “scientific realism” as there are scientific realists (and perhaps as many again as there are scientific anti-realists), so there may be no single answer to this question that can achieve a consensus.  But there is one important idea, regarded by many scientific realists as at the very heart of their scientific realism, which is not compatible with Lewis’s view of theoretical terms, or any other view that rejects semantic novelty.

This idea is admirably expressed by Crispin Wright:

What a scientific realist essentially wants to maintain is that there are aspects of reality for the description and cognition of which we are dependent upon the vocabulary and methods of scientific theory: aspects of the world which we can’t understand or know about without relying upon the techniques of concept formation and statement testing used by theoretical science.   (Wright 1992, 158-159).  

According to Wright’s kind of scientific realist, scientific theorizing opens up new cognitive vistas in more than one way.  Not only are there propositions whose truth-values we cannot determine without using scientific methods; there are also propositions such that without scientific theorizing we would not even be aware that they were out there, capable of being entertained, capable of being true or false.  The formulation of such propositions requires the introduction of new concepts or terms that expand the range of what we can think and say.  In other words, it requires the introduction of semantically novel terms.  So this kind of scientific realist is committed to the semantic novelty thesis.

This kind of scientific realism rejects “reductionism,” the view that scientific vocabulary is a “dispensable ersatz for a vocabulary of some epistemologically more basic kind” (Wright 1992, 159).  Wright’s paradigm of “reductionism” is Ayer’s view that the meaning of every theoretical statement is equivalent to some statement that uses only observational vocabulary.  This is not an instrumentalist view; according to it, theoretical terms make semantic contributions to meaningful sentences, so they are not mere beads on a formal abacus.  But the meanings of such sentences are shared by sentences that use no theoretical terms.  On Ayer’s view, the contrast with “theoretical term” is “observation term.”  Lewis, by contrast, does not require that the terms we understand prior to the introduction of theory T and use in the definitions of the T-terms, be “observation terms” in any significant sense.  But he is still committed to reductionism, for he maintains that theoretical language is in principle dispensable in favor of pre-theoretical language, which is “epistemologically more basic” in the sense that we understand it prior to accepting the theory T.

The view that Ayer, Lewis, and all deniers of semantic novelty share is essentially that normal human adults already speak a language capable in principle of expressing every truth and every falsehood that there is.  Some truths and falsehoods are easier to express if we first introduce new technical terms, but the defined terms are in principle dispensable.  Our present language already encompasses all of the cognitive terrain we will ever traverse:  “The limits of my language means the limits of my world,” as someone said.
  As Wright points out, one of the ideas at the heart of the scientific realist tradition rejects this view.  According to this idea, there are features of the world for the description and cognition of which we must expand our language, and scientific theorizing is just the method of expansion called for.  This kind of scientific realism is committed to the semantic novelty thesis, and so to the rejection of both the Lewisian and the causal-historical accounts of the semantics of theoretical terms.
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� Here I follow (Lewis 1970).  There are of course other ways in which “theoretical term” has been defined; many are surveyed in (Achinstein 1965).


� This might not be so for indexicals, demonstratives, and personal pronouns, for which meaning is more plausibly identified with what (Kaplan 1989) calls character.  But the theoretical terms introduced by scientific theories do not seem to share the relevant features of such expressions.


� Advocates of two-dimensional semantics might insist at this point that it makes a difference whether by “intension” I mean primary or secondary intension (to use the terminology of (Chalmers 1996)).  For example, “water” as used in the actual world and “water” as used on Twin-Earth (construed as a non-actual world) have the same meaning, the same primary intension, but different secondary intensions.  Hence, sameness of meaning only entails sameness of primary intension, not sameness of secondary intension.  I mean (what Chalmers means by) secondary intension when I say “intension.”  But when I say “sameness of meaning entails sameness of intension,” I am talking about pairs of expressions in a language as spoken by a single community at a single time in a single possible world.  So, cases of “water” as used in two different possible worlds are beside the point.


� The present situation thus contrasts sharply with that in1970, or at least with the situation as Lewis saw it in 1970.  He begins his essay “How to Define Theoretical Terms” thus:  “Most philosophers of science agree that, when a newly proposed scientific theory introduces new terms, we usually cannot define the new terms using only the old terms we understood beforehand.”  (Lewis 1970, 427)


�(Kuhn 1962), (Feyerabend 1962), (Sellars 1954).


� I will use frequently use terms like ti as names for themselves; context should make it clear whether a term is being used or mentioned.


� Lewis requires that all of these variables be first-order variables, so he requires that before writing down the Ramsey Sentence, we transform the Postulate of T by trading in predicates for singular terms denoting properties, etc.  For my purposes here, the motivation for this requirement does not matter, so in the text I formulate a more general version of the Lewisian approach in which the T-terms and the variables need not be singular terms.


� Lewis goes to some trouble to argue that the theory T is true if and only if its Ramsey Sentence is satisfied by a unique sequence of objects.  Another possible view is that in such cases, T is true, but the T-terms are referentially indeterminate; the correct semantics for sentences that use them involves a supervaluational scheme, in the manner of (Field 1973).  My criticisms of Lewis’s view will apply equally to this variant.


� Here I assume that the language as spoken prior to the introduction of T contains a rigidifying operator.  This seems fair, since anyone who adopts the “reference-fixer” version of Lewis’s account presumably assumes that this is so.


� Although currently unfamiliar, “the calx of mercury” was already in the language prior to the introduction of Lavoisier’s theory, so it counts as an O-term rather than a T-term for purposes of this example.


� But I should note that I am not committed to the claim that “oxygen” in particular had a novel intension when it was introduced.


� (Salmon 1980) provides very nice examples of such stories.


� Like (Lewis 1970), I think of the “O” as standing for “Old” rather than “Observation.”


� This requirement ensures that the theory will not come to grief at the hands of the semantic paradoxes.


� Here I ignore the complications raised by indexicals and other token-reflexive expressions.  This should not affect the argument of this paper, since the problems raised by such expressions seem to be separable from those raised by theoretical terms (although some theoretical terms might be token-reflexive). 


� Well, almost all there is to it:  Nothing has been said so far about the extensions of the T*-terms in worlds where T* is false.  I will return to this issue in section 7.


� I discuss this point at length, along with the use Sellars made of it in his case for scientific realism, in (Roberts unpublished).


� Here I have in mind particularly (Cartwright 1999) and (Giere 1999).


� This account is, of course, the one defended in (Kripke 1980).


� This promising contender is articulated and defended in (Lewis 1970).


� Wittgenstein, Tractatus Logico-Philosophicus 5.6.
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